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Behavior discrimination is the problem of identifying sets of parameters for which the system does (or does not) reach
a given set of states. While there are a variety of methods to address this problem for linear systems, few successful
techniques have been developed for nonlinear models. Existing methods often rely on numerical simulations without
rigorous bounds on the numerical errors and usually require a large number of model evaluations, rendering those
methods impractical for studies of high-dimensional and expensive systems. In this work, we describe a probabilistic
framework to estimate the boundary that separates contrasting behaviors and to quantify the uncertainty in this esti-
mation. In our approach, we directly parameterize the, yet unknown, boundary by the zero level-set of a polynomial
function, then use statistical inference on available data to identify the coefficients of the polynomial. Building upon
this framework, we consider the problem of choosing effective data sampling schemes for behavior discrimination of
nonlinear systems in two different settings: the low-discrepancy sampling scheme, and the uncertainty-based sequen-
tial sampling scheme. In both cases, we successfully derive theoretical results about the convergence of the expected
boundary to the true boundary of interest. We then demonstrate the efficacy of the method in several application con-
texts with a focus on biological models. Our method outperforms previous approaches to this problem in several ways
and proves to be effective to study high-dimensional and expensive systems.

KEY WORDS: representation of uncertainty, variance reduction methods, high-dimensional methods,
classification, sequential data, probabilistic inference, biological modeling

1. INTRODUCTION

Behavior discrimination, or parameter synthesis, is the problem of identifying sets of parameters for which the system
does (or does not) reach a given set of states. This problem appears in science and engineering contexts in various
forms. For examples, in studies of biological systems, regions of the parameter/input space with different qualitative
behaviors need to be treated differently and should be identified before other tools, such as sensitivity analysis, iden-
tifiability analysis or model order reduction can be performed. Similarly, in optimal control theory, the constrained
optimization problem is well-defined only on the feasible region of the parameter space and the task of computing that
region is crucial in designing the control [1, 2]. In uncertainty quantification of discontinuous model response with
limited model runs, a preliminary step to identify the structure of the discontinuity also needs to be done before the
reconstruction of the model response can be established [3].

While there are a variety of methods to address this problem for linear systems, few techniques have been devel-
oped for nonlinear models. One of the recent successful methods for behavior discrimination of enzymatic reaction
networks is proposed by Donze et al. in [4] and later [5], based on a system’s reachability and robustness analysis.
This algorithm employs Monte Carlo sampling and sensitivity analysis to explore the Bpafgeossible parameter
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values and identify subsets &f which robustly satisfy a property. If a subset ofP does not satisfy/violate that
property, the algorithm iteratively subdivides it until each subdivision entirely satisfies or entirely vidlaiews/hich
are of insignificant size. The expected result of the overall procedure is a partittomtd small subsets around the
boundary between satisfaction and violationpodnd larger regions where the satisfaction or violation is robust.

As discussed in [4] and [5], this approach has a few limitations. First, the refinement process implies that the num-
ber of partitions increases exponentially with the number of unknown parameters. Thus, in practice, some variables
must be held fixed while analyzing the behavior of the model. Second, a common issue in studying complex systems
of ordinary differential equations (ODES) is that the cost for evaluation of system output for a particular set of param-
eter values can be very expensive. For systems with a large number of equations and unknown parameters, it is usually
not computationally feasible to sample enough points by Monte Carlo sampling to explore the parameter space. Third,
the method relies on numerical simulations, without rigorous bounds on the numerical errors. Finally, although the
method generates a map that partitions the parameter space into regions of the same behavior, no analytical formula
to describe the boundary is derived.

In this paper we introduce an alternative way to identify the boundary between the satisfaction and violation re-
gions of a propertyp. In our approach, we directly parameterize the, yet unknown, boundary by the zero level-set
of a polynomial function, then use statistical inference on available data to identify the coefficients of the polyno-
mial.

This idea of using statistical inference to locate the surface of discontinuity was proposed by Sargsyan et al. [3] for
uncertainty quantification of mathematical models with discontinuity and limited model runs. Note that [3] focused
on finding a probabilistic description of the boundary between the "good” and "bad” regions based on given data, and
did not specify an effective way to choose the points where data should be collected for inference. In most examples,
Monte Carlo sampling (which can be expensive in complex systems) was employed to choose the points of inference,
with an implicit assumption that the selected data contain enough information to constrain the distribution on the set
of possible boundaries effectively. Since no estimator of the true boundary was specified, no theoretical result about
the convergence or rigorous bound on the numerical errors was provided.

To resolve the issue of computational cost, as well as to provide a theoretical foundation for the usage of statistical
inference to locate the surface of discontinuity, in this paper we investigate two classes of sampling methods to
choose the points that need to be evaluated for inference: the low-discrepancy sampling method and the sequential
sampling method. The former is a well-known and effective class of sampling schemes to study high dimensional
structure, while the latter selects points where current understanding about the location of the boundary is most
uncertain. As we will show later in our computational results, the low-discrepancy sampling method can quickly
identify the general structure of the boundary, while after a burn-in period, the sequential sampling only samples at
points near the boundary of interest. With these effective sampling schemes, the number of model evaluations needed
to produce a fair approximation of the boundary is significantly smaller than that required by the methods discussed
above.

Our method has several advantages over previous approaches. First, the number of points to be sampled is rel-
atively insensitive to the number of unknown parameters. Thus, the algorithm is a practical method to study high
dimensional/computationally expensive systems. Second, by parameterizing the boundary as a zero level set of a
polynomial function, we successfully explore a large class of boundary curves, including the case when the bound-
ary has multiple components, which has not been addressed and analyzed in the literature. Third, for both classes of
sampling schemes, we are able to provide theoretical results about the convergence of the estimated surface to the
boundary of interest. Finally, by employing a probabilistic framework, our method provides a feasible way to quantify
uncertainty in the discriminations. This enables further uncertainty analysis of the system of interest.

The paper is organized as follows. Section 2 provides the mathematical framework and describes our algorithm
of behavior discrimination, as well as compares the method with other approaches to the problem. Section 3 estab-
lishes the convergence of the estimated surface to the boundary of interest for the two mentioned classes of sampling
schemes. In Section 4, we investigate various mathematical models of biological systems to illustrate the efficacy of
the method in applications. Further properties about the performance of the algorithm are provided by simulation in
Section 5. Finally, in Section 6, we conclude the paper with discussions about the method and some descriptions of
future work.
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2. METHODOLOGY
2.1 Description of the Algorithm

In this work, we consider a continuous nonlinear system that can be described by a functional relation between a
parameter vectaw and the system outpuyt

y=F(w)

wherew = (w1, wa, ..., w,) € @ C R" is the parameter vectoF is a continuously differentiable function of its
arguments, ang = (1,2, ..., ¥n, ) iS the vector of system outputs.

For a given set of parameter values, our algorithms first solve the system, then decide whether or not the corre-
sponding trajectory satisfies the property of interest. Hereafter, we wilk\)ag to denote the response of the system
with parameterw, in which G(w) = 1 if the system satisfies the property of interest, &f{dv) = —1 otherwise.
Since the closed form a¥ is unknown and evaluating might be expensive, we seek to approximatey a simple
rule of discrimination with small error using as few evaluationg:ads possible.

2.1.1 Probabilistic representation and uncertainty quantification of the discrimination

To identify the boundary that separates the "good” and "bad” regions, we assume without loss of generality that the
boundary of interesil is the zero level set of a smooth functibfw) that can be well approximated by polynomials.
Moreover, the polynomial approximations are expressed in the Legendre basis, instead of the monomial basis:

N

fle,w) = ZCini(w)

=0

with the vectore contained in some coefficient spa€eln other words, the boundary of interest will be modeled as
the set{w € Q : f(c,w) = 0}, where the coefficient needs to be inferred from available data. We note that the
choice of N affects the performance of the method and will be investigated experimentally further in later sections.

In our method, based on the collected data, G(w;)), 1 < ¢ < m, a probability distributionr,, is generated
onC, wherer,, (c) corresponds to the likelihood that the zero level set of the polynofiial) is the boundary that
separates the two regions

T (€) o exp (— Z |Gwi) = dle, wi)l) 1)

whered (¢, w) = sign(f(c, w)). Note that this distribution may be generalized (see Remark 2.1).
This distribution, when propagated to the space of all possible boundary curves, induces a probabilistic represen-
tation of the boundary. The expected prediction function with respect to the distribttiehdefined as

bim(w) = Er,, [d(c, w)] )
while the uncertainty in the discrimination at a pointcan partially be represented by the variance in prediction
Varz,, [¢(c, w)] @)
By using formula (2), we aim to compute the prediction function associated with the true boundary, rather than
the boundary itself. Formula (3) gives an estimate of the uncertainty in the prediction function. As we illustrate later

in this paper, we use (1) as the basis for an Monte Carlo Markov chain (MCMC) sampling algorithm to approximate
(2) and (3).
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2.1.2 Effective Sampling Schemes for Behavior Discrimination

We will illustrate in this paper that when the collected data 1 < i < m satisfy certain patterns, the zero level set
of &,,,(w) will converge to the true boundary. Specifically, we investigate the convergence of the algorithm in two
separate settings:

1. Low-discrepancy sampling methody;, 1 < i < m is a sequence with low discrepancy.

2. Sequential sampling method: data are collected sequentially, where the next data peinis taken at the
point where the maximum of variance in prediction with respeattds achieved.

merl — arg max Val'ﬂm [d)(c7 w)} (4)
weN

2.2 Main Results

The intuition behind the low-discrepancy sampling schemes is simple: if the data we sample on the parameter space
are dense enough, and assuming that the boundary between the contrasting behaviors is smooth, we will have enough
information to recover the true boundary that separates the two regions. Since low-discrepancy sampling is a well-
known and effective scheme to unravel high-dimensional structure (see, for example, [6]), it is natural to use such
sampling schemes for discrimination. This intuitive idea is supported by the following result:

Theorem 2.1.
Assume that the approximate model is correct, i.e.,

dep €C: G(w) = Pp(cp,w) VYw e

and{w;} has discrepancy,, tending to 0 whemn — oc.
Then withr,, and¢,,, defined as in (1) and (2), we have

im Om(w) =G(w) VYwe

That is, the predicted classification converges pointwise to the true classification.
Moreover, for alle > 0, if we denote

D7 (e) =sup{m+1:D,, > ¢}

Then form = © (D~'(e) + N(1/€)log(1/€)), whereN is the number of terms in the polynomial expansion, we
have

/Q |CT)m((«U) — G(w)|dw <e

This theorem guarantees that when data are collected with a low-discrepancy scheme, the predicted curves con-
verge to the true boundary that separates two regions. The theorem also provides a numerical bound for the number of
points to be sampled to achieve a given level of accuracy. Notice that the number of evaluations needed to approximate
the boundary within a given accuraeyoes not directly depend on the dimensibwof the parameter space, but on the
dimension of the coefficient spadé. For a fixed degree of smoothness of the true boundary suffaeséll increase
as a polynomial inl whend becomes larger.

However, by exploring the whole parameter space by a low-discrepancy sequence, we also collect data at insignif-
icant points that do not give much information about the location of the boundary. For complicated systems where
the cost for each evaluation of data is high, such a strategy may not be practical. The sequential sampling scheme is
proposed to address the issue. By choosing to observe the response at the point with highest uncertainty, the method
introduces an effective way to refine the structure of the boundary. While at first sight this method may appear to be
heuristic, the convergence of the method is also guaranteed by the following result:
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Theorem 2.2.
Assume that the approximate model is corrédbas finite cardinality, and data are collected sequentially as in (4).

W41 = arg max Vary,, [d(c, w)]
we
Then B
lim ¢ (w) =Gw) Ywe

m—0o0

That is, the predicted classification converges pointwise to the true classification.

In the rest of the paper, the algorithm will be analyzed under the setting specified above. However, we make the
following remarks about how the results can be generalized and varied to adapt to different applications. The needed
modifications to the proofs are straightforward but are omitted for clarity.

First, we notice that the form of the distributian, can be generalized to weighted forms. This accounts for the
fact that in some applications, some samples are given more weight than others. For example, discriminations between
oscillatory and nonoscillatory dynamics in the face of noise can be made only with certain degree of confidence, and
those with higher confidence should be given more weight in the analysis. In feasible analysis of optimal control, one
would prefer an under-approximation of the feasible set over an over-approximation, and two types of misclassification
should be weighted differently.

Remark 2.1. (Generality of the distribution form)
Theorem 2.1 and Theorem 2.2 are still valid when the probability distribution in (1) is of the form

Tm(€) o h(c) exp (- > " k(wi)D(G(w;), b(c, wi))>
=0

whereh, k are arbitrary positive weight functions oi”') and 2, D is a metric on the set of real numbers. Note that
the choice ofD does not have much influence on the distribution since the valu@snfl ¢ are restricted tat1.

Second, criteria (4) corresponds to an optimization problem, which may be difficult in some situations. In Re-
mark 2.2, we relax this condition to a sub-optimization problem that can be solved easily in most cases. Not only
does this mean that we do not need to find the optimal sample with high accuracy, it also implies that as long as we
take into account the uncertainty in prediction and make an effort to reduce it, a quick convergence toward the true
boundary is to be expected.

Remark 2.2. (Generality of the sequential sampling criteria)

The convergence results from Theorem 2.2 are still valid when criteria (4) is replaced by the condition that the variance
at the next evaluation point is within a fixed constant of the maximum variance. That is, ther€existso that for

alwe Qandm >1

Varﬁm(c) [d)(c, w)] <C Varwm(w) [d)(q wm+1)] (5)

2.3 Comparison to Other Approaches

One main difference between our method and other algorithms of boundary detection and behavior discrimination
comes from our choice of estimator: instead of trying to maximize the likelihood function in order to estimate the
boundary, we average the possible curves of discontinuity, weighted by the likelihood function. Our expected estimator
has several advantages over the maximum likelihood estimator. First, a prediction using the averaging method is more
stable than the prediction of an algorithm based on the maximum likelihood estimator [7]. Second, the problem
of identifying the maximum likelihood estimator is a global optimization problem, which is more difficult in both
theoretical and computational aspects, while the expected estimator can be computed easily by employing the MCMC
method (whose convergence is relatively insensitive to dimension [8]). Finally, the probabilistic framework we propose
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in this paper provides a feasible way to quantify uncertainty in the discriminations, which is not available in other
techniques.

Another key difference is the choice of design points where data are collected. Designed to address the problem
of behavior discrimination in high-dimensional and computationally expensive systems, the sequential design takes
into account the information that one gains (or alternatively, the uncertainty one reduces) by collecting data. Not
only does this provide a theoretical foundation for the convergence of the methods but also the number of model
evaluations needed to produce a fair approximation of the boundary using our method is smaller than other methods
in the literature.

Although our method shares the same idea of using statistical inference for boundary detection employed in [3],
the method of inference here is quite different from the Bayesian framework suggested in that paper: instead of
using the posterior distribution for inference, our computations are based on a prior distribution, which represents
current understanding about the system. By this, we simplify the computing process and relax further assumption on
the achieved values and the expected error in the next evaluation. The choice of basis functions (tensored Legendre
polynomials) also helps produce more stable results than the monomial basis employed in [3]: a small perturbation on
the leading coefficient of the monomial basis may lead to a very different function, which in turn gives rise to a very
different boundary; the orthonormality of the Legendre basis guarantees thit tliference between the original
boundary and the perturbed one is small under small perturbation to the coefficients.

The mathematical formulation of the problem of behavior discrimination also shares a great deal of similarity
with the problem of classification from machine learning. In fact, to some extent, our algorithm can be framed as
an active Bayesian learning algorithm for classification. The distinguishing feature is the choice of data collected for
learning: data for statistical learning (either in passive or active learning settings) are generally sampled from some
underlying natural unknown distribution and learning this distribution is also a part of the process [9]. Our problem
setting, however, allows us to get the response at any point on the parameter space, which provides us more freedom
in data sampling. To the best of our knowledge, no analysis of a similar algorithm with either low-discrepancy or
sequential data exists in the machine learning literature. From an application point of view, the ability to quantify
and reduce uncertainty in inferences also distinguishes the method from other machine learning based classification
techniques.

3. CONVERGENCE RESULTS

In this section, we establish results about the convergence of the expected prediction function, that is, in the limit
when the number of samples approaches infinity (following the algorithms described in the previous section), the
approximation zero level set converges to the boundary between the two regions.

For simplicity, we define for every € C, the binary classifications

d)(c7 w) = Sigr‘(f(c, (U))

and
G(w) = signI'(w))

(We recall thaf" is the smooth function whose zero level set is assumed to be the boundary that separates regions
with different behaviors. Hencé; is the classification function of the parameter space by behaviors.)

3.1 Low-Discrepancy Sampling

We first consider the case when the sequence of sarfipigs has discrepancy approaching 0 when— co. More
precisely, for a sequence of poift;} C 2 and a subseB of 2, let #B,,, be the number of points @b, . .., w,,
contained inB. Then the discrepancy of the firgt points is

D,,({wi,...,w,,}) = sup % — Vol (B)]|, (6)

BCQ
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and the low-discrepancy condition means thigt tends to 0 asn tends to infinity.

This condition covers a large class of sampling schemes, for example: (1) when the{agtaé grid points
of a multilevel sparse grid in parameter space{@),} is quasi-random, such as those that are collected by Latin
hypercube sampling (3) whew; } is sampled independently from an absolutely continuous distribution, or a Markov
chain whose invariant measure is such a distribution.

Theorem
Assume that the approximate model is correct, i.e.,

Jep € C: G(w) = d(co,w) VYweN

and{w;} has discrepancy,, tending to 0 whemn — oc.
Then withr,, and¢,,, defined as in (1) and (2), we have

lim ¢,(w) =Gw) YweQ

That is, the predicted classification converges pointwise to the true classification.
Moreover, for alle > 0, if we denote
D7 (e) =sup{m+1:D,, > ¢}

then form = © (D~'(e) + N(1/€)log(1/€)), whereN is the number of terms in the polynomial expansion, we
have

/Q B (@) — G(w)|dw < €

Theorem 2.1 guarantees that when data are collected by one of the schemes discussed above, the predicted curves
converge to the true boundary that separates two regions. The theorem also provides a numerical bound for the number
of points to be sampled to achieve a given level of accuracy.

3.1.1 Preliminary lemmas
Before moving forward to provide the proof for Theorem 2.1, we first establish the following two lemmas:

Lemma 3.1.
Let g be a nonconstant polynomial on a compact sulBset R". DenoteV = {p € P : g(p) = 0}.
Then there exists andC; depending only org such that

Vol({p € P : |g(p)| < €}) < Vol({p € P : dist(p, V) < (Cre)/*})
forall e > 0.

Proof. By Lojasiewicz inequality (see, for example, [10]), there existxdC; depends only og such that
dist(p, V)" < Cilg(p)|
Hence, for every that satisfiesg(p)| < e, we have digp, V) < (Cye)'/*. This deduces
{peP:lgp)| < e} C {peP:distp V)< (Cie)/"}

Lemma 3.2.
Let V' be an algebraic surface with Hausdorff dimension 1 on a compact subs@t C R™. Then

Vol({p € P : distlw,V) < e}) < Cae Ve >0

whereC, depends only oY and the volume constant indimensions.
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Proof. SinceV has Hausdorff dimensiomn— 1, there existC depending only ofv” such that for ale > 0, the number
of balls with radiuse needed to cove¥” (K (e)) satisfies

C

enfl

K(e) <
Such cover ol will also contain the set
{pe P dist(w,V) < e}
as a subset. Since the volume of an n-dimensional ball with rad&iequal toC,,r", we deduce that
Vol({p € P : dist(p,V) < e}) < %Cne” =CCye
which completes the proof. O

3.1.2 Proof of Theorem 2.1

Throughout this section, we denote

Z (¢, w;) — G(w;)] (1)
/ |db(c, w) (w)| dw (8)

and
Ce={ceC:e(c)<e} 9)

The proof for Theorem 2.1 can be summarized as follows: In Lemma 3.3, we prove that outside the set of "good”
candidateg. (on which the error of prediction is less tha)) the distributionr,,, converges to zero exponentially at a
rate depending oWol (C. ). Lemmas 3.5 and 3.6 establish a lower boun&oh(C. ) in term ofe and N (the number
of terms in the polynomial expansion). The combination of those results completes the proof of Theorem 2.1.

Lemma 3.3.
Lete > 0andm > D~*(e/8). Forallc € C\ Cc, we have

exp(—me/4)

mm(c) < Vol (Co )

Proof. Denoter,,(¢) = exp (—e;n(c)) and

am(c —eXp< Zld) ¢, w;) )I)

Considere > 0 andm > D~!(e/8), if we denoteB = {w : d(c, w) # G(w)}, then

'#{wz € B}

le(c) — em(c)| =2 VoI(B)‘ <2D (e/8) =e/4

forallc e C.
Hence, forc € C. /4, we deduce that,, (c) < e(c) — en(c)| +e(c) < €/2.

International Journal for Uncertainty Quantification



Effective Sampling Schemes for Behavior Discrimination 543

Therefore
Il = /C )™ > /C ()™ > exp(—me/2) Vol (Ce )
e/4

Now forc € C \ C, sincele(c) — en(c)| < €/4, we deduce that,,(c) > 3e/4. Hencer,,(c) < exp(—3e/4) and

N fC qm(c)dc - ‘TmHm
exp(—me/4)
Vol (Ce/4)
O
Lemma 3.4.
Forecy,co € C, we have
le(c1) — e(e2)] < 2Vol({w : | f(er, w)| < [f (2, w) — fer, w)[}).
Proof. For anyc € C, denote
Q= {w € Q: dle,w) £ G(w)}
We have
6(02)_8<01)_2(/s21dw_/szzdw>
=2 </91\Q2 o= Q2\ Q2 dw)
< 2Vol({w : sign(| f(c1, w)]) # sign(| f(c2, w)|)})
Note that fora, b € R andb # 0, sign(a) # sign(b) implies|a| < |a — b|. Then
le(c1) — e(c2)] < 2Vol({w : [ f(er, w)| < [f (2, w) — f(e1, w)[})
O

Lemma 3.5.
There exist€” > 0,k > 1 depending only o€ and(2 such that for alt;, c; € C ande > 0

le(c1) — e(ca)| < Cler — o V¥

Proof. Let ¢y, co € C. SinceC and(2 are compact and is smooth, there exigt’s depending only ol and(2 such
that
‘f(CQa (U) - f(Cl,(.U)| S C’3|C2 - Cl|

We deduce

Vol({w € Q: |f(e1, w)| < [f(ea, w) — f(er, w)[}) (10)
<Vol({w € 2 : |f(e1, w)| < Cslea — e1]})

Using this and Lemma 3.4, we have

le(c1) —e(e2)] < 2Vol({w € Q: | f(er,w)| < Cslea — e1]}) (11)
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Applying Lemma 3.1 withe = Cs|co — c1] andV = {w € Q : f(c1, w) = 0}, we deduce that there exiSt and
k depending only om; such that

VOI({(U : |f(017 (U)| S Cg|02 — Cll} (12)
<Vol({w € Q : dist(w, V) < (C1Csey — e1])/*})
By Lemma 3.2 withe = (C,C3]cz — ¢1])/*, we have

Vol({w € Q : dist(w, V) <(C1Csley — e1])/*}) (13)
<Cy(C1Csea — C1|)1/]~C

Combining (10)—(13), we deduce
le(c1) — e(ea)| < 2C5(C1C3) " Fleg — e |/

SinceC is compact, the constants can also be chosen independant of
O

Lemma 3.6.
For C. defined as in (7)k the constant defined in Lemma 3.5 aiNdthe dimension of the coefficient space, there
existsC depending only o andf2 such that for ale > 0

Vol (C.) > CelVF

Proof. Recall that, is the true vector of coefficients [heneg) = 0]. Then forc € C such thatc — co| < (¢/C)*,
wherek andC are defined as in Lemma 3.5, we have

le(c) — e(co)| < Cle— co\l/k <e

which implies that € C..

Therefore .
B{CGC:|CCO§(2>}CC€
and NE
Vol(Ce) > Vol (B) = O (%) ’
where( is the volume constant itv-dimensional space. O

Proof of Theorem 2.1

Proof. We have

/ |G(w) = b dw—/ |Ex, [G(w) — ¢(c, w)]| dw

/EM G(w) — d(c, w)|ldw = By, V IG(w) — d(c, w)| da

— B [e(0)] = /(C)>e/2e( &) (c)de + /( e (14)

IA

VoI(C) exp(—me/8) +€/2 (15)

1
\ol (Ce/g)
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with the inequality obtained by using Lemma 3.3 for> D~!(e/16). Hence if we further choose that satisfies
1
Vol - — < €/2
0l (C) exp( me/S)Vol(Ce/g) <e/

or equivalently, in® notation (using Lemma 3.6)

1 1
m = ("') (D_1(€/16) +Nk?€ IOg €>

then
[ 16(@) = bn(w)|do < ¢
Q
which completes the proof of Theorem 2.1. O

3.2 Sequential Sampling

The sequential sampling scheme is proposed to study high-dimensional and computationally expensive systems. By
choosing to observe the response at the point with highest uncertainty, the method introduces an effective way to
reduce the uncertainty and refine the structure of the boundary. While at first sight this method may appear to be
heuristic, the convergence of the method is also guaranteed by the following result:

Theorem 3.1.
Assume that the approximate model is corrédtas finite cardinality, and data are collected sequentially as in (4).

W41 = arg maé Varﬂ'm [d)(C, (,U)}
we
Then
lim ¢,(w)=G(w) VYweN

That is, the predicted classification converges pointwise to the true classification.

Before moving forward to provide the proof of the theorem, note that in the sequential setting, an additional
condition is imposed on the coefficient space: the space is supposed to have finite cardinality. This condition comes
from the fact that in a continuous framework, a coefficient vector has measure zero and good performance of the
true coefficient vector does not always guarantee that it will stay in the support of the limit distribution. Though this
situation is perhaps unlikely to happen in practice, we cannot exclude such a possibility for a convergence result. We
also note that this assumption was also commonly used in the context of parameter identification [11, 12]. In practice
this condition may be achieved without affecting the model’s ability to approximate the true boundary, for example,
by subdividing each coordinate axis using a fixed step size and taking the set of points that lie on the resulting grid.

Proof. Denote
gm(c) = exp (— > (e, w;) — G(M)I)
=1

Thenm,, = C,.qn. Also, let A be the set of cluster points ¢fv,, }: pointsw € Q such that there exists a subse-
quence{w,,, } of with w,,,, — w.

Step 1 We claim first that ifr,,(c) does not tend to 0 withn (so thatc has probability above some fixgd > 0

for infinitely manym), thenf (¢, w) = G(w) forall w € A.
Proof:
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Consider any € C, w € A such thaidp(c, w) — G(w)| > 0. Then there exists a subsequekias,,, } of {w,,}
such thatw,,,, — w and|d(c, w,, ) — G(wy,, )| > 1. Hence

m

Z (e, w;) — G(w;)| — o0

whenm — oo, and sag,,,(¢) — 0.

The assumption that there exigtssuch thatp(co, w) = G(w) for all w implies thatg,,(co) = 1. Therefore,
Tm(co)/mm(c) — oo. SinceC is a finite spacer,,(co) < 1, and hencer,,(c) — 0. Hencer,,(c) / 0 implies
¢(c, w) = G(w) forall w € A.

We deduce that

lim E; [¢(c,w)]=Gw) VweA

and
Vary, [p(c,w)] =0 Vwe A

Step 2:Now we claim that
Var,, [¢(c, Wmi1)] — 0 (16)

Proof:
We have

Er,, [|0(c; Wmi1) = G(Wmy1)[?]
= > ble,wmi) = Gwmi)PTm(e) + D [dle, Wmi1) = (Wi p)[*Tm(c)

i (¢)—0 c:mtm (¢)#40
However, by the same argument as abowg(c) 4 0 implies thatc makes only a finite number of mistakes in
prediction, which implies thap(c, w,,+1) = G(w,,+1) for m large enough. Therefore

Eﬂ'm [|¢(Ca merl) - G(wm+1)|2] — 0

and
Varﬂ'm [Cl)(C, (Um+1)] = Eﬂ'm Ud)(c7 wm+1) - G(merl)‘Q] - (G(wm+1) - Efrmd)(ca wm+1))2

< Eﬂ'm [|¢(Ca wm+1) - G(wm+1)|2] -0

Step 3:The choice ofv,, 1 gives
Varr,, [¢(c,w)] < Varg, [p(c, wmi1)]  Vw € Q a7

and the right-hand side tends@@sm — oo by step 2.
Then for allw €

lim Z |p(c, w) — B, d(c,w)]> =0

m—00

T (¢)#0
From the fact thatr,,, (co) > mn(c) Ve € C andd(cp, w) = G(w) Yw € €, we have
G(w) = B, b(c, w)]> = [b(co, w) — Er,, b(c, w)[?

<HCY (e, w) = Er, (e, w)[Pmn(c) = #C Vary,, [b(c, w)] — 0

asm — oo. Hence
lim E, ¢(c,w)=Gw) VYwe
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4. NUMERICAL RESULTS
4.1 A Model of the Acute Inflammatory Response to Infection

We applied our method to a model of the acute inflammatory response to infection. This 4-equation, 22-parameter
model was presented in [13], where the state variaBlg$ 4, D, andC 4, correspond to the amounts of pathogen, pro-
inflammatory mediators (e.g., activated neutrophils), tissue damage, and anti-inflammatory mediators (e.g., cortisol
and interleukin-10), respectively.

The response is a complex process that exhibits both pro- and anti-inflammatory behaviors. The pro-inflammatory
elements are responsible for eliminating the pathogen, but pathogen killing can cause collateral tissue damage.
This in turn triggers an escalation in the pro-inflammatory response, creating a positive feedback cycle. The anti-
inflammatory elements counteract this cycle, minimizing tissue damage and promoting healing. However, in cases
of extreme infection, this delicate balance is destroyed, which leads to a potentially lethal amount of tissue dam-
age.

In this example, we validated our method by reproducing results previously obtained in [13], and later in [4]. Death
is defined as a sustained amount of tissue dam@yaljove a specified threshold value and constitutes the undesirable
outcome we wish to avoid. The two unknown parameters considered are the initial amount of patlypged, the
initial amount of anti-inflammatory mediatoi§,4,. The parameter spa€kis defined relative to a nominal parameter
vector; that is, for each component of the nominal vector, we define a range of 10 times smaller to 10 times larger
than this component. The growth rate of pathogen was set to 0.3 and other parameters to their nominal values as in
[4].

For boundary detection, we evaluate the model on the grid points of the 16-point, 36-point, and 80-point two-
dimensional uniform sparse grid. The result is presented in Fig. 1(a), where the parameter space is scaled to the
unit square. The expected boundary is computed usirij-goint Monte Carlo Markov Chain on a 13-dimensional
coefficient space (that iy = 13). The result is similar to what achieved in [4], but the number of model evaluations
needed to produce this result is significantly lower.
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FIG. 1: (a) Model of the acute inflammatory response to infection: The predicted boundaries computed by sparse
sampling at the 16-point, 36-point and 80-point sparse grid nodes. (b) Model of collagen degradation: the design
points and predicted boundaries computed at the nodes of the 80-point sparse grid. In both figures, the expected
boundaries are computed using@-point MCMC on a 13-dimensional coefficient space.
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4.2 A Model of Collagen Degradation

Our second example is performed on the biochemical network adapted from [14] and later extended in [5], which
models the loosening of the extra-cellular matrix, a crucial process in angiogenesis, the sprouting of new blood vessels
as a reaction to signals that indicate the need for additional oxygen in certain tissues. The system consists of 12
differential equations that integrates on a long time scale, which makes model evaluations become very expensive.

We investigate the relative contribution of MT1-MMP and MMP2 on collagen proteolysis using a combination of
constraints imposed on (1) the amount of collagen that has been degraded after a given time and (2) the respective
contribution of any of the two enzymes onto collagen degradation. Studying those two properties, we are able to
create the division maps in Fig. 1(b). The region above the solid curve corresponds to the case when the amount of
collagen degraded by MT1-MMP is greater than that degraded by MMP2; the region on the right of the other curve
corresponds to the case when the system does (does not) manage to degrade 90% of the collagen before 12 h. Similar
to the previous example, the boundaries in Fig. 1(b) were computed using data at the first 80 grid points of a uniform
sparse grid. This division map replicates the result about collagen proteolysis previously achieved in [5] with a lower
number of evaluations.

In Fig. 2(a), we employ the sequential sampling scheme to approximate the blue boundary in Fig. 1(b) with higher
accuracy using the same number of model evaluations. Starting with a prior data set collected at the first 16 points
of a uniform sparse grid, we use the relaxed variance criteria to choose the next sample point until 80 data points are
obtained. We can see that the boundary generated by the sequential sampling method converges quickly to the true
boundary in less than a hundred model evaluations. This advantage comes from the fact that after a burn-in period,
the algorithm selects points near the true boundary and focuses the probability distribufiom @afew regions that
contain potential candidates.

As we emphasized earlier in the Introduction, the framework proposed in this method provides a natural proba-
bilistic representation of the classifying boundary, which enables further uncertainty analysis of the system. This is a
feature that distinguishes the algorithm from other approaches. In Fig. 2(b), we provide a contour map of the variance
in prediction with respect to the data-dependent probability distributjpronstructed on the coefficient space. The
variance map can be considered as a representation of the uncertainty in discrimination, or a measure of confidence
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b . . R 0.9
~ : N 0.8
= =
= C 10.7
o o
c
S S 106
B o
= = 4
3 @ 05
c c
8 8 10.4
© el
g IS 03
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-1 i i ; -1 w I 01
-1 -05 0 05 1 -1 -05 0 05 1
(A) Initial concentration of MT1-MMP (B) Initial concentration of MT1-MMP

FIG. 2: Relative contribution of MT1-MMP and MMP2 to collagen degradation. The boundary separates points for
which the contribution of MT1-MMP is dominant from points for which MMP2’s contribution is dominant: (a) Design
points and predicted boundary derived by the sequential sampling scheme. (b) A characterization of uncertainty in
discrimination by variance. Notice that the points with high variance lie around the true boundary, which explains why
the data sampled on the figure on the left also tend to focus around the true boundary.
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one has in classification. From the figure, we also notice that the region with high variance encloses around the true
boundary, illustrating the fact that after a burn-in period, the sequential sampling scheme only selects points that are
close to the boundary.

4.3 A Model of the T-Cell Signaling Pathway

Our next example is a mathematical model of the T-cell signaling pathway proposed by Lipniacki et al. in [15]. This

is a system of ODEs with 37 state variables, 19 parameters, and fixed initial conditions. We seek to design a sampling
scheme to identify the boundary between the region of the parameter space where pERK, a state variable of the system,
stabilizes at a high level of concentration, and the region at which pERK’s concentration is less than a threshold level.
In this example, the parameter space is defined relative to a nominal parameter vector. That is, for each component of
the nominal vector, we define a range of 5 times smaller to 5 times larger than this component. We focus our attention
on the eight most sensitive parameters determined by a global sensitivity analysis algorithm. The whole parameter
space is the eight-dimensional set formed by the product of these 8 intervals. The time interval for arfalyiieis
(seconds).

For the sake of clarity in illustrations, we first investigate the performance of the algorithm in the case when all
but the three most sensitive parameters are fixed. Starting with a prior data set collected at the first 44 points of a
three-dimensional uniform sparse grid, we use the relaxed variance criteria to choose the next sample point until 144
data points are obtained. Figure 3(a) shows the boundary surface where the region above the surface corresponds to
parameter values that will stabilize the concentration of pERK at a level higher than a fixed threshold. Similar to
the previous example, samples selected by the sequential scheme tends to focus more and more along the boundary
surface.

We then consider the case when eight most sensitive parameters are varied in the interval mentioned above. To
evaluate the performance of of different sampling schemes in learning the structure of the boundary, we look at three
different scenarios. In the first scenario, the Latin hypercube sampling is employed to collect 400 data points for
inference. In the second scenario, starting with 100 data points chosen uniformly at random on the parameter space,
the sequential sampling scheme is performed until 400 samples are obtained. Finally, to compare with the best possible
performance, in the last scenario, we consider the ideal case when the sampling scheme is designed by an omniscient
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FIG. 3: A model of the T-cell signaling pathway with discrimination based on a threshold value for pERK at the
final simulation time: (a) three-dimensional case: Design points and predicted boundary derived by the sequential
sampling schemes withh = 57. (b) eight-dimensional case witN = 321: Error in prediction as the number of
samples increase in three different scenarios: Latin hypercube sampling, sequential sampling scheme and oracular
sampling.

Volume 4, Number 6, 2014



550 Dinh, Rundell, & Buzzard

oracle that at each step knows all the points for which current prediction is incorrect. Starting with 100 data points
chosen uniformly at random (the same as in the second scenario), the oracle uses the estimated boundary as above
to derive a expected prediction function. Upon testing the expected prediction function on thousands of samples, the
oracle would add the misclassified samples into the training data set and continue the process.

Since the same algorithm of boundary computation is employed in all three scenarios, this examples provides
a fair evaluation of the performance of these sampling schemes. The results are provided in Fig. 3(b). We can see
that the sequential sampling scheme significantly outperforms the Latin hypercube sampling, and has comparable
performance to the ideal case.

This result indicates that the sequential sampling scheme can effectively approximate a complex surface in 8-
dimensional space with reasonable accuracy using only 400-500 samples. We note that this result is not likely to be
produced by traditional methods for behavior discrimination. For example, if the discrimination is done by iteratively
subdividing cubes that neither satisfy nor violate the property of interest into smaller hypercubes, every time a sub-
division is performed2® — 1 new elements are created and the number of samples needed to check if each of those
elements satisfies/violates the property is almost as large as the number of samples we used in this example.

5. ADDITIONAL PROPERTIES

In this section, through 2D examples, we validate the theoretical results established in Section 3, as well as illus-
trate other properties of our algorithm. In most examples (except Example 5.3), the synthetic discontinuous output
uy, Uz, .., Uy 1S generated by evaluating the signum function along some discontinuity claryg) = 0:

u = sign(r(z, y))

Throughout this section, except example 5.2, the boundaries are computed by Griddy Gibbs Markov dlfdins of
points on the coefficient space, while the number of terms in the approximation is set at 13 (i.e., we consider the first
13 terms in the sparse grid expansior {f

5.1 Convergence

Figure 4 demonstrates the convergence of the algorithm in both low-discrepancy and sequential settings. In this exper-
iment, datau, , us, ..., u,, are generated by evaluating the signum function along the discontinuity clryg) = 0:

u = sign(r(z,y)) (18)

The parameter space in this casé-id, 1] x [—1, 1], whereas the discontinuity function is describedrgy, y) =
y— (z—1/4)2

To compute the prediction error of each estimated classification, we evaluate the moefepatnts collected
at random (uniformly) and compute the predicted results using one of the two sampling schemes. The blue curve
corresponds to the case when data are sampled at the grid points of the sparse grid with uniform grid points, while for
the red curve, data are collected using the sequential scheme with prior data given by the first 16 sparse gird points
(low-discrepancy case). In both cases, we can see that when the number of sampling points increases, the error of
prediction converges to zero. However, the convergence rate of the sequential scheme is significantly faster than that
of the sparse grid sampling.

5.2 Dependence on the Number of Terms in Polynomial Expression

In Fig. 5(a), we consider a case when the discontinuity curve cannot be expressed as the level set of a polynomial
function, in which

r(z,y) =y* — (23 — 22 — 1 — 3e%) (29)
and the input space js-6, 6] x [—6, 6].
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FIG. 4: Convergence rate of prediction error for the function in Eq. (18) when number of samples increases. In
both cases, when the number of sampling points increase, the error of prediction converges to zeros. However, the
convergence rate of the sequential scheme is significantly faster than that of the sparse grid sampling.
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FIG. 5: (a) Decrease in prediction error when the number of tétNisin the approximation increases for the function
in Eq. (19). (b) Sample predicted boundary with different valu&ofrhe boundaries are computed using 500 samples
collected uniformly at random, while the error rates are estimated by the empirical prediction ertSruniformly
distributed random points.

In this example, to reconstruct the boundary with high accuracy, the model is evaluated at 500 points, which are
chosen uniformly at random in the input space. The algorithm to identify the boundary is employed with increasing
number of terms in the polynomial approximation expressions. The expected boundaries were computed by a Markov
Chain of10° points using the Griddy Gibbs sampling method. The error rates were derived by the empirical prediction
error on10° points collected at random (uniformly). On the left panel, we plot the error rates in terms of the number
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of basis functions used in the approximation. On the right panel, the approximated boundaries with various degree
of approximation were illustrated. As expected, when the number of terms used in the approximation increases, the
predicted boundary converges to the true boundary of discrimination.

5.3 Boundary with Multiple Components

We illustrate the fact that our algorithm can deal with cases when the boundary of interest has disconnected compo-
nents. In this example, the model response is computed by the elliptic function

3

r(z,y) = % - (”; - §> (20)

on[—2,2] x [-2,2].
The constructed boundary is plotted in Fig. 6(a), using 200 sample chosen uniformly at random.

5.4 Robustness

In this particular example, we consider the behavior of our algorithm when some of the assumptions are not met. In
this case, the synthetic discontinuous dataus, ..., u,, are generated by evaluating a bivariate error function with
discontinuity strength parameter discontinuity curver(z,y), and an additional global oscillatory structure with
amplitudesd:

u; = erf(y(r(z;,v;))) + dsin (g(y2 + xl)> (21)

This example violates (mildly) some conditions of our algorithm: (1) the response function is not discontinuous,
but changes sharply across a curve, (2) the curve of discontinuity is not a perfect zero level set of any polynomial
functions (but approximately is), and (3) the responses on both sides of the discontinuity curve are not flat, but have
some additional oscillatory structure. Despite those violations, the function itself still resembles behavior of a yes/no
response, and hence would work well with our algorithm for behavior discrimination.
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Sequential samples |-
=== Boundary

= Sparse sampling
Sequential sampling
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FIG. 6: (a) Example of a boundary with multiple components: discrimination between the region of positive and
negative values of the elliptic function in Eq. (20) (b) Performance of the algorithm when multiple assumptions of the
setting are mildly violated [Eq. (21)].
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In Fig. 6(b), we replicate this example as used previously in [3], where the input parameter sjia&gjsx
[0, 2], while the discontinuity curve is a shifted and rescaled inverse function that goes tyagland(5,0), i.e.,
r(z,y) = y —20/3(1/2 —1/5). The amplitude of the oscillatory structure is setste= 0.1, and the steepness
parameter isy = 2. In the figure, the first 40 points generated by the sequential sampling are shown along with a
expected boundary using 40 samples. We also computed the expected boundary derived by using first 80 nodes of a
uniform sparse grid to make it convenient to compare the two methods. We can see that both methods of sampling
provide good estimates of the boundary. The boundary is reconstructed with better quality than in [3], where data are
collected at random locations. This example confirms the robustness of our method under perturbation of the system
of interest. This feature is important for studies of reaction networks, where in some cases, the qualitative behavior of
interest can only be determined within a certain level of confidence.

6. CONCLUSIONS AND DISCUSSION

In this work, we investigated the problem of choosing effective data sampling schemes for behavior discrimination
of nonlinear systems. Using a probabilistic framework to estimate the boundary and quantify the uncertainty in dis-
crimination, we give results about two classes of sampling schemes: the low-discrepancy sampling, and the sequential
sampling. In both cases, we successfully derived theoretical results about the convergence of the expected boundary
to the true boundary of interest. We then demonstrate the efficacy of the method in different application contexts. The
method proves to be effective to study high-dimensional and expensive systems.

Nevertheless, there are some limitations to this method that are worth mentioning. First, although we are able to
give an estimate of the convergence rate for the low-discrepancy setting, no such estimate is provided for the sequential
setting (although we did provide a consistency result in that case). Second, one of our main assumptions in the paper is
that the boundary of interest is well approximated by a finite polynomial expansion. In practice, however, the number
of terms needed for approximation is difficult to be determined in advance. A more practical extension of the method
should include an adaptive scheme to determine the number of terms in an effective way. These will be subjects of
future work.
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