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This work investigates the problem of parameter estimation within the frameworks of deterministic and stochastic pa-
rameter estimation methods. For the deterministic methods, we look at constrained and unconstrained optimization
approaches. For the constrained optimization approaches we study three different formulations: L2, error in constitu-
tive equation method (ECE), and the modified error in constitutive equation (MECE) method. We investigate these
formulations in the context of both Tikhonov and total variation (TV) regularization. The constrained optimization
approaches are compared with an unconstrained nonlinear least-squares (NLLS) approach. In the least-squares frame-
work we investigate three different formulations: standard, MECE, and ECE. With the stochastic methods, we first
investigate Bayesian calibration, where we use Monte Carlo Markov chain (MCMC) methods to calculate the posterior
parameter estimates. For the Bayesian methods, we investigate the use of a standard likelihood function, a likelihood
function that incorporates MECE, and a likelihood function that incorporates ECE. Furthermore, we investigate the
maximum a posteriori (MAP) approach. In the MAP approach, parameters’ full posterior distribution are not generated
via sampling; however, parameter point estimates are computed by searching for the values that maximize the param-
eters’ posterior distribution. Finally, to achieve dimension reduction in both the MCMC and NLLS approaches, we
approximate the parameter field with radial basis functions (RBF). This transforms the parameter estimation problem
into one of determining the governing parameters for the RBF.

KEY WORDS: inverse problems, Bayesian calibration, maximum a posteriori estimate, error in constitu-
tive equation, nonlinear least squares, regularization

1. INTRODUCTION

This paper investigates the problem of parameter estimation (also referred to as calibration or parameter identification)
in the context of a particular problem: given observed displacement field(s) on a beam, determine the elastic modu-
lus of a beam material. The approaches fall in two main classes: deterministic parameter estimation methods, which
yield single-value point estimates of the parameters, and stochastic parameter estimation methods, which give some
type of uncertainty about an optimal parameter value. For the deterministic methods, we investigate constrained and
unconstrained optimization approaches. In the context of constrained optimization of a cost functional, we investigate
three different first-order reduced-space formulations. Specifically, we look at theL2 formulation [1, 2], the error in
constitutive equation formulation [3–12], and the modified error in constitutive equation formulation [13–15]. Fur-
thermore, these formulations are investigated in the context of both Tikhonov and total variation (TV) regularization.
We compare the constrained optimization approaches, which minimize a specific cost functional plus a regularization
operator, with a general unconstrained nonlinear least-squares approach (NLLS) [16]. The formulations considered
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for the solution of the unconstrained NLLS problem are the standard, modified error in constitutive equation (MECE),
and error in constitutive equation (ECE) formulations. Radial basis functions are used to represent the elastic modulus
field, transforming the parameter estimation problem into one of determining the governing parameters for the radial
basis functions (RBF).

Reduced-space methods [17–19] have the advantage that only two linearized forward problems, state and adjoint
problems, are solved at each optimization iteration. For a moderate number of parameters, the solution of the for-
ward problems dominates the computational cost of an optimization iteration. Thus, when robust parallel solvers are
available, this approach inherits the parallel efficiency and scalability of the partial differential equation (PDE) solver
[20]. Moreover, if a first-order formulation is used, there is no need to derive second derivatives of the cost func-
tional, at the expense of a superlinear rate of convergence [21]. However, the convergence of first-order reduced-space
formulations often deteriorates as the number of parameters increases. As a result, such an approach often exhibits
poor algorithmic scalability with respect to the number of parameters [22]. On the contrary, full-space methods [23,
24] are quadratically convergent close to the local solution and can be made to exploit the structure of the resulting
Karush-Kuhn-Tucker (KKT) system in order to take advantage of existing parallel solvers. Furthermore, full-space
methods are independent of the number of parameters. However, these methods require the calculation of the second
derivatives of the cost functional. Moreover, the resulting KKT system can be ill-conditioned; thus, preconditioners
are needed to improve the effectiveness of full-space methods. The question of how to precondition the KKT system
is an important challenge and remains an active area of research.

In the context of Bayesian calibration, which requires a prior distribution on the parameters and uses the exper-
imental observations to update the prior and obtain “data-informed” posterior parameter distribution, Markov chain
Monte Carlo (MCMC) methods [25, 26] were used to calculate the posterior parameter estimates. MCMC methods
are widely used Bayesian methods due to their simplicity of coding and global convergence capability. However,
MCMC methods tend to suffer from the curse of dimensionality. In this study, we investigate three different likeli-
hood functions. Specifically, we look at the standard likelihood function, a likelihood function that incorporates ECE,
and a likelihood function that incorporates MECE. The other stochastic method investigated was the maximuma pos-
teriori (MAP) estimate [27–29]. In the MAP approach, we do not generate a full posterior distribution via sampling,
but we determine the mode of the parameters’ posterior distributions using the constrained deterministic optimization
approaches study herein. These mode estimates can be computed by searching for the parameters that maximize the
probability of the posterior distribution.

Overall, the set of methods described above allowed us to perform a comprehensive study and comparison of the
different parameter estimation approaches. In addition to the analysis of the different methods, our studies represent
specific contributions to the field of parameter estimation:

1. The MECE equations are derived for the elastostatic boundary value problem.

2. An iterative two-step approach for solving the ECE problem is presented (the alternating directions approach).

3. The ECE and MECE are incorporated directly into the Bayesian likelihood formulation. Our study shows that
the ECE likelihood formulation provides a regularization behavior and improves the convergence of the Markov
chain posterior.

4. The ECE and MECE are also incorporated into the MAP, where the ECE formulation provides improvements
in the determination of the uncertainty in the parameter values.

This paper is organized as follows: Section 1 provides some background on the beam displacement problem and
the problem formulation we are using. Section 2 presents the deterministic calibration approaches being used in this
paper. The first three methods presented in Section 2 refer to approaches for constrained optimization problems, while
the last method refers to an approach for unconstrained optimization problems. Section 3 presents the stochastic
calibration approaches being used in this paper. Section 4 presents the results with discussion, and Section 5 provides
conclusions.
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1.1 Problem Overview

A prototypical inverse problem in linear elastostatics consists of predicting the elastic modulus fieldE from measure-
mentsum related to the solutionu of the following boundary value problem:

∇ · σ = f in D,

u = 0 on Du,

σ · n = τ on Dτ,

(1)

where the stress tensorσ is given byσ = E∇u. In Eq. (1),D ⊆ Rd is the computational domain with boundary
∂D. The regions where displacements and surface tractions are applied are denoted byDu ⊂ ∂D andDτ ⊂ ∂D,
respectively. Finally,u denotes displacement,f is the volume force,τ is the surface traction,n is the outward-pointing
unit normal toDτ, and superscriptd denotes spatial dimension.

1.2 Material Representation

The physical characteristics of a material will determine how its properties are represented in the context of a param-
eter estimation problem. For instance, in homogeneous materials the elastic modulus is assumed constant. However,
this assumption is not valid for heterogeneous materials. In this work, two distinct material representations were con-
sidered to characterize the elastic modulus field. First, the elastic modulus was assumed to vary pointwise (i.e., the
elastic modulus was estimated at each point in space). Second, the elastic modulus was represented as an expansion
of Nr radially symmetric Gaussian radial basis functions as follows:

E = Ec +
Nr∑

i=1

Êiϕ(‖x− x̂i‖),

whereÊi ∈ RNr are real-valued coefficients,Ec ∈ R is the matrix elastic modulus, and̂x ∈ RNr×d are the coordi-
nates of the Gaussian basis functions.

The Gaussian basis function is defined as

ϕ(‖x− x̂i‖) = exp
(
−‖x− x̂i‖2

c2
i

)
,

wherec ∈ RNr are locality parameters that control the radius of influence of the Gaussian basis function. For normal-
ization purpose, the locality parameters were represented asci = 10zi , where eachzi ∈ RNr was estimated through
the optimization scheme.

Given the elastic modulus at the center of the RBF, the coefficientsÊi were computed using the following inter-
polation scheme:

Υ−1Θ = Ê,

where

Υ =
Nr∑

i=1

Nr∑

j=1

ϕ
(‖x̂i − x̂j‖2

)
,

Θ =
R∑

j=1

E(x̂j)− Ec.

The reader is referred to [30, 31] for more details on the interpolation scheme implemented herein.

Volume 3, Number 4, 2013
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2. DETERMINISTIC PARAMETER ESTIMATION METHODS

For the constrained optimization problem, a first-order reduced-space approach was used. The advantage of this ap-
proach is that only first derivatives of the cost functional and constraints are required. Furthermore, regardless of
the number of unknown parameters, only two linearized forward problems are solved at each optimization iteration
to compute the gradient of the cost functional. The main disadvantage of deterministic optimization methods is that
these methods ensure just local extrema.

The discretization necessary for the solution of the constrained optimization problem can occur in two different
manners. In the first, called “optimize-then-discretize,” one can show that if the states and controls are a local solution
to the nonlinear programming problem, then there exist Lagrange multipliers such that the KKT or first-order nec-
essary optimality conditions are satisfied at the local solution [16]. Thus, under sufficient smoothness assumptions,
one obtains a KKT or optimality system. Finally, one generates a mesh on the computational domain and proceeds to
discretize the KKT system.

In the second approach, called “discretize-then-optimize,” one generates a mesh on the computational domain and
proceeds to discretize the nonlinear programming problem. If the states and controls are a local solution to the discrete
nonlinear programming problem, there exist Lagrange multipliers such that the discrete KKT conditions are satisfied
at the local solution, provided that some regularity conditions are met. Note that the discrete KKT systems obtained
with both approaches are not necessarily the same [24, 32].

In this work we use an optimize-then-discretize approach. One has to be careful when such approach is used
because the resulting optimality system can be nonsymmetric. This can lead to inexact gradients, which affects the
convergence rate of gradient-based optimization algorithms. There is no general consensus on which approach should
be preferred: it depends on the application and computational resources available to tackle the nonlinear programming
problem [33, 34].

2.1 L2 Formulation

We consider the nonlinear programming problem

arg minimize
{u,E}∈ U×E

β

2
〈u− um, u− um〉+ R(E)

subject to

∇ · (E∇u) = f in D,

(E∇u) · n = τ on Dτ,

(2)

whereU = {u : u ∈ H1(D), u = 0 onDu}, E = {E : E ∈ L2(D), E > 0}, R(·) is the regularization operator, and
β > 0 is a given parameter. For simplicity of implementation, we restrict the search space of the elastic modulus to
H1(D).

The Lagrangian functional associated with the minimization problem defined in Eq. (2) is given by

L(u,E, λ) =
β

2
〈u− um, u− um〉+ R(E) + 〈λ,∇ · (E∇u)− f〉+ 〈Π(λ) , τ− (E∇u) · n〉, (3)

whereΠ(λ) : H1(D) → L2(Dτ). If {u∗, E∗} is a local solution of Eq. (2), there exists a Lagrange multiplierλ ∈ U
such that the KKT conditions hold at the stationary point{u∗, E∗, λ}, i.e.,

DL(u,E, λ)(δu, δE, δλ) = DuL · δu + DEL · δE + DλL · δλ = 0,

where
DuL · δu = β〈u− um, δu〉+ 〈∇ · (E∇λ), δu〉 = 0, (4)

DEL · δE = 〈∇R(E), δE〉 − 〈∇λ · ∇u, δE〉 = 0, (5)

DλL · δλ = 〈∇ · (E∇u)− f, δλ〉+ 〈Π(δλ) , τ− (E∇u) · n〉Dτ = 0. (6)

International Journal for Uncertainty Quantification



Deterministic and Stochastic Inverse Methods 293

This allows us to reformulate the nonlinear programming problem in Eq. (2) into

arg minimize
E∈E

β

2
〈u(E)− um, u(E)− um〉+ R(E),

where the gradient operator is given by

DEL = ∇R(E)−∇λ(E) · ∇u(E).

Here,u(E) is the solution to the boundary value problem

∇ · (E∇u) = f in D,

(E∇u) · n = τ on Dτ,

andλ(E) is the solution to the adjoint problem

∇ · (E∇λ) = −β (u− um) in D.

2.1.1 Discretization

We define finite-dimensional subspacesUh ∈ U andEh ∈ E with basis{φ1, . . . , φP } and{ψ1, . . . , ψQ}, respec-
tively. This leads to the Galerkin approximation of the optimality system: Find{uh, Eh, λh} ∈ Uh × Eh × Uh such
that F (uh, Eh, λh, w) = 0 ∀ w ∈ Uh. Here,uh =

∑P
i=1 uiφi, Eh =

∑Q
i=1 Eiψi, andλh =

∑P
i=1 λiφi. Since

w =
∑P

i=1 wiφi for wi ∈ R, the Galerkin approximation of the optimality system is equivalent to

F (uh, Eh, λh, w) =





〈w, β(uh − um)〉 − 〈∇w, Eh∇λh〉
〈w,∇R(Eh)〉 − 〈w,∇λh · ∇uh〉
〈w, τ〉Dτ − 〈w, f〉 − 〈∇w, Eh∇uh〉



 = 0. (7)

Thus, the discrete optimality system of Eq. (7) is given by

[K] {u} = {f} , (8)

where

K =
ne

A
e=1




∫

De

P∑

i=1

P∑

j=1

∇φj Eh∇φi dD


 , (9)

f =
ne

A
e=1




∫

De
τ

P∑

j=1

φjτ dDτ −
∫

De

P∑

j=1

φjf dD


 . (10)

The discrete system of equations in Eq. (8) is used to solve the adjoint problem. However, the discrete force vector is
given by

f̂ =
ne

A
e=1


β

∫

De

P∑

j=1

φj (uh − um) dD


 . (11)

Finally, the discrete gradient is given by

DEL =
ne

A
e=1




∫

De

P∑

j=1

[φj ∇R(Eh)− φj (∇λh · ∇uh)]


 , (12)

where
ne

A
e=1

is an assemble operator andne is the total number of elements.
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2.1.2 Identification Procedure

The following algorithm is used to compute a new estimate for the elastic modulus at everykth iteration of the
minimization process:

Repeat until convergence:

Given an estimate for the elastic modulusEk

1. Solve Eq. (8) withf given by Eq. (10) to computeu(Ek) ≡ uh.
2. Solve Eq. (8) withf given by Eq. (11) to computeλ(Ek) ≡ λh.
3. Use Eq. (12) to compute the discrete gradientDEL.
4. Compute a new estimate for the elastic modulusEk+1.

2.2 MECE Formulation

Mathematically, we can describe the MECE functional as the sum of two errors: the error in the constitutive equation
and the error in the unreliable experimental information (e.g., observed measurements, boundary conditions, etc.).
The main idea of the MECE formulation is to use as reference the reliable experimental information (e.g., location of
sensors, location of the source, etc.) at hand as well as the reliable equations of the model (e.g., equilibrium equations).
The reliable information is verified exactly, while the constitutive equation and the unreliable information are verified
in an average sense.

Define the following error functional:

J (σ, u, E) =
α

2
〈
(σ− E∇u) , E−1 (σ− E∇u)

〉
, (13)

which denotes the error in the constitutive eqaution. Here,J ≥ 0 andJ = 0 ⇐⇒ σ = E∇u. Now, we consider the
nonlinear programming problem

arg minimize
{u,σ,E}∈ U×S×E

γ

2
〈σ · n− τm,σ · n− τm〉Dτ +

β

2
〈u− um, u− um〉

+
α

2
〈(σ− E∇u), E−1(σ− E∇u)〉+ R(E)

subject to

∇ · σ = f in D,

(14)

whereU = {u : u ∈ H1(D), u = 0 on Du}, S = {σ : σ ∈ L2(D), ∇ · σ = f in D, σ · n = τ on Dτ},
andE = {E : E ∈ L2(D), E > 0}. Here,α > 0, β > 0 andγ > 0 are given parameters, andR(·) denotes a
regularization operator.

The Lagrangian functional associated with the minimization problem defined in Eq. (14) is given by

L(u, σ, E, λ) =
γ

2
〈σ · n− τm, σ · n− τm〉Dτ +

β

2
〈u− um, u− um〉

+
α

2
〈(σ− E∇u), E−1(σ− E∇u) + R(E) + 〈λ,∇ · σ− f〉.

(15)

If {u∗,σ∗, E∗} is a local solution of Eq. (14), there exist Lagrange multipliersλ ∈ U such that the KKT conditions
hold at the stationary point{u∗,σ∗, E∗, λ}, i.e.,

DL(u, σ, E, λ)(δu, δσ, δE, δλ) = DuL · δu + DσL · δσ + DEL · δE + DλL · δλ = 0,

where
DuL · δu = α〈∇ · (σ− E∇u), δu〉+ β〈u− um, δu〉 = 0, (16)
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DσL · δσ = α〈(σ− E∇u)E−1, δσ〉+ γ〈(σ · n− τm) · n, δσ〉Dτ − 〈∇λ, δσ〉+ 〈λ · n, δσ〉Dτ = 0, (17)

DEL · δE = 〈∇R(E), δE〉 − α〈(σ− E∇u) · (E−1∇u), δE〉
− α

2
〈[(σ− E∇u)E−1] · [E−1(σ− E∇u)], δE〉 = 0,

(18)

DλL · δλ = 〈∇ · σ− f, δλ〉 = 0. (19)

From Eq. (17) we get

σ = E

(
∇u +

∇λ

α

)
in D,

τ = σ · n = τm − λ

γ
on Dτ.

This allows us to reformulate the nonlinear programming problem in Eq. (14) into

arg minimize
E∈E

β

2
〈u(E)− um, u(E)− um〉+ R(E)

+
1
2α
〈E∇λ(E), E−1 [E∇λ(E)]〉+

1
2γ
〈λ(E), λ(E)〉Dτ ,

where the gradient operator is given by

DEL = ∇R(E)− 〈∇λ(E),∇u(E)〉 − 1
2α
〈∇λ(E),∇λ(E)〉.

Here,u(E) andλ(E) are solutions to the boundary value problem

∇ ·
[
E

(
∇u +

∇λ

α

)]
= f in D,

∇ · (E∇λ) = −β(u− um) in D,

τm =
λ

γ
on Dτ.

(20)

2.2.1 Discretization

We define finite-dimensional subspacesUh ∈ U andEh ∈ E with basis{φ1, . . . , φP } and{ψ1, . . . , ψQ}, respec-
tively. This leads to the Galerkin approximation of the optimality system: Find{uh, Eh, λh} ∈ Uh ×Eh × Uh such
that F (uh, Eh, λh, w) = 0 ∀ w ∈ Uh. Here,uh =

∑P
i=1 uiφi, Eh =

∑Q
i=1 Eiψi, andλh =

∑P
i=1 λiφi. Since

w =
∑P

i=1 wiφi for wi ∈ R, the Galerkin approximation of the optimality system is equivalent to

F (uh, Eh, λh, w) =





〈w, β(uh − um)〉 − 〈∇w, E∇λh〉
〈w,∇R(Eh)〉 − 〈w,

α

2
(∇λh · ∇λh)〉 − α〈w,∇λh · ∇uh〉〈

w, τm − λh

γ

〉

Dτ

− 〈w, f〉 −
〈
∇w, E(∇uh +

∇λh

α
)
〉





= 0. (21)

Thus, the discrete optimality system of Eq. (21) is given by

[
K K̂

−βM K

]{
u
λ

}
=

{
f
f

}
, (22)

Volume 3, Number 4, 2013
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where

K =
ne

A
e=1




∫

De

P∑

i=1

P∑

j=1

∇φj Eh∇φi dD


 ,

K̂ =
ne

A
e=1




∫

De

P∑

i=1

P∑

j=1

∇φj Eh∇φi dD +
∫

De
τ

P∑

i=1

P∑

j=1

1
γ

φjφi dDτ


 ,

M =
ne

A
e=1




∫

De

P∑

i=1

P∑

j=1

φj φi dD


 ,

f =
ne

A
e=1




∫

De
τ

P∑

j=1

φ jτm dDτ −
∫

De

P∑

j=1

φ jf dD


 ,

f =
ne

A
e=1


−β

∫

De

P∑

j=1

φ j um dD


 .

Finally, the discrete gradient is given by

DEL =
ne

A
e=1




∫

De

P∑

j=1

(
φj ∇R(Eh)− φj (∇λh · ∇uh)− 1

2α
φj (∇λh · ∇λh)

)
dD


 . (23)

2.2.2 Identification Procedure

The following algorithm is used to compute a new estimate for the elastic modulus at everykth iteration of the
minimization process:

Repeat until convergence:

Given an estimate for the elastic modulusEk

1. Solve Eq. (22) to computeu(Ek) ≡ uh andλ(Ek) ≡ λh.

2. Use Eq. (23) to compute the discrete gradientDEL.

3. Compute a new estimate for the elastic modulusEk+1.

2.3 ECE Formulation

In the ECE approach we define a cost functional based on the error in the constitutive equations that connect a set of
kinematically admissible displacements and a set of statically admissible stresses. The parameter estimation problem
is solved by finding material properties, along with admissible displacement and stress fields, such that the ECE
functional is minimized.

The ECE functional can be defined as

J (uD, σN , E) =
β

2
〈σN − E∇uD,σN − E∇uD〉,

whereβ > 0 is a given parameter,uD is a kinematically admissible displacement field,σN is a statically admissible
stress field, andE is the elastic modulus. A displacement fielduD is said to be kinematically admissible if it satisfies
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the measured displacement fieldum and satisfies Dirichlet boundary conditions. A stress fieldσN is said to be stati-
cally admissible if it satisfies the equilibrium equations and Neumann boundary conditions. Mathematically, we can
describe the collection of these quantities as follows:

Ũ = {uD : uD ∈ H1(D),∇ · (E∇uD) = f in D, uD = 0 onDu, uD = um in Dm},

S̃ = {σN : σN ∈ L2(D),∇ · σN = f in D, u = 0 onDu, σN · n = τ onDτ},
whereDm is the domain where the measurements are taken,Ũ is the space of kinematically admissible fielduD, and
S̃ is the space of statically admissible fieldσN .

2.3.1 Alternating Directions Approach for ECE

We consider the problem

arg minimize
E∈E

β

2
〈σN − E∇uD,σN − E∇uD〉+ R(E), (24)

where the gradient operator is given by

DEJ =
β

2
(σN − E∇uD) · ∇uD +∇R(E). (25)

An alternating directions approach was employed to solve the parameter estimation problem. The approach consists of
breaking the optimization process into two steps. First, given a current best guess for the material properties, we find
a statically admissible stress field and a kinematically admissible displacement field. Second, we use these admissible
fields to compute the gradient and proceed to update the material properties.

The alternating direction approach can be described as follows:

Repeat until convergence:

1. Find a statically admissible stress fieldσN such that:

∇ · σN = f in D

u = 0 on Du

σN · n = τ on Dτ

(26)

2. Find a kinematically admissible displacement fielduD such that:

∇ · (E∇uD) = f in D

uD = 0 on Du

uD = um in Dm

(E∇uD) · n = τ on Dτ

(27)

3. Use Eq. (25) to compute the gradient operatorDEJ .

4. Compute a new estimate for the elastic modulusE.

2.3.2 Discretization

We define finite-dimensional subspacesUh ∈ U , Eh ∈ E , andÛh ∈ Û with basis{φ1, . . . , φP }, {ψ1, . . . , ψQ}, and
{χ1, . . . , χR}, respectively. Here,U = {u : u ∈ H1(D), u = 0 on Du}, Û = {u : u ∈ H1(D), u = 0 on Du, u =
um in Dm}, andE = {E : E ∈ L2(D), E > 0}. This leads to the following Galerkin approximation of the
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statically admissible problem: Finduh
N ∈ Uh | 〈∇w, E∇uN 〉 = 〈w, τ〉Dτ−〈w, f〉 ∀w ∈ Uh. Likewise, the Galerkin

approximation of the kinematically admissible problem is given by: Finduh
D ∈ Ûh | 〈∇ŵ, E∇uD〉 = 〈w, τ〉Dτ −

〈w, f〉 ∀ ŵ ∈ Ûh. Here,uh
N =

∑P
i=1 ui

Nφi, Eh =
∑Q

i=1 Eiψi, anduh
D =

∑R
i=1 ui

Dχi. Finally, the discrete system
of equations for the kinematically and statically admissible problems is given by Eq. (8) and the discrete gradient is
given by

DEJ =
ne

A
e=1




∫

De

Q∑

j=1

[ψj ∇R(Eh)− βψj ((σN − Eh∇uD) · ∇uD)] dD


 . (28)

2.4 Nonlinear Least-Squares

The nonlinear least-squares (NLLS) method finds a set of unknown parametersθ ∈ Rnθ that best fit the set of ob-
servationsu ∈ Rnu with a deterministic model,u = f(x, θ), x ∈ D, that is nonlinear with the set of unknown
parametersθ. Assume we have additive Gaussian noisee ∈ Rnu , which is mutually independent of the unknown
parameterθ and identically distributed, allowing us to define the parameter-to-observable map asu = f(x, θ) + e.
Finally, the optimal values ofθ are obtained by minimizing the sum of squared errors (SSE) of a given cost func-
tion.

A typical formulation for an unconstrained NLLS problem is to find the optimal values ofθ to minimize the
following SSE cost function:

J (θ) =
nu∑

i=1

[f (xi,θ)− ui]
2 =

nu∑

i=1

[ri (θ)]2 .

The unconstrained NLLS approach requires an optimization algorithm to find the least-squares approximationθ̂ of
a minimumθ∗. Specialized optimization algorithms have been designed to exploit the structure of the SSE cost func-
tion. If J (θ) is twice differentiable, terms of residualri(θ), r

′′
i (θ), and[r′i(θ)]2 result. By assuming that the residuals

ri(θ) are close to zero near the solution, the Hessian matrix of second derivatives ofS(θ) can be approximated using
only first derivatives ofri(θ). An algorithm that is particularly well-suited to the small-residual case and the above
formulation is the Gauss-Newton algorithm. This formulation and algorithm combination typically requires the user
to explicitly formulate each term in the least-squares (e.g.,nu terms fornu data points) along with the gradients for
each term.

The computational expense of the NLLS method implemented in this work increases as the number of parameters
nθ increases due to the forward difference approximation of the gradient, e.g.,O(nθ). For this reason, a finite repre-
sentation was used to approximate the spatially varying parameter of interest. The quality of a basis for the problem
at hand can be judged based on the dimensionality of the subspace needed to approximate the desired parameter. The
basis should capture the nature of the possible solution. In this work we use Gaussian RBF to approximate the elastic
modulus in the region of interest since it can represent gradual or sharp changes of the material properties in localized
regions (see Section 1.2).

2.4.1 Standard Formulation

For this case, the deterministic model is given by Eq. (1) and the SSE is defined as

J (θ) =
nu∑

i=1

[um
i − ui(θ)]2,

whereum denotes the measured data andu(θ) is the finite element solution to Eq. (8).
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2.4.2 MECE Formulation

For this case, the deterministic model is given by Eq. (20) and the SSE is defined as

J (θ) =
nu∑

i=1

[um
i − ui(θ)]2 +

nλ∑

j=1

[λj(θ)]2,

whereum denotes the measured data andnλ denotes the number of Lagrange multipliers,u(θ) is the finite element
solution, andλ(θ) is the Lagrange multiplier. These quantities are computed by solving Eq. (22). Finally, notice that
λ(θ) → 0 as optimality is reached.

2.4.3 ECE Formulation

The alternating directions approach described in Section 2.3.1 was employed to solve the NLLS problem. Therefore,
at each iteration of the NLLS problem we find a statically admissible stress field and a kinematically admissible
displacement field by solving Eq. (26) and Eq. (27), respectively. The SSE for this problem is given by

J (θ) =
nσ∑

i=1

[σi
N (θ)− E(θ)∇ui

D)]2,

wherenσ denotes the number of stress components,σN is the statically admissible stress field, anduD is the kine-
matically admmissible displacement field. Finally, notice thatJ (θ) = 0 ⇐⇒ σN (θ) = E(θ)∇uD.

3. STOCHASTIC PARAMETER ESTIMATION METHODS

3.1 Bayesian Calibration

Nonuniqueness is a central feature of ill-posed inverse problems; hence, multiple solutions of the unknown may be
consistent with the observations. Statistical inverse problems attempt to remove the ill-posedness by restating the
inverse problem as a well-posed extension in a larger space of probability distributions [35]. Furthermore, statistical
methods allow us to exploit prior information that is hidden in the regularization schemes often used in deterministic
inverse problems.

Assume we measure a quantityy ∈ Rny in order to get information about parameterx ∈ Rnx . These quantities
are related through a model which may be inaccurate and can contain parameters that are unknown. Moreover, the
measured quantity is usually poorly known and contains errorse ∈ Rny . In a Bayesian framework, quantitiesy, x,
ande are viewed as random variables and the parameter-to-observable mapf : Rnx → Rny is defined as

Y (ω) = f [X(ω)],

whereX(ω) : Ω → Rnx andY (ω) : Ω → Rny are random variables and the sample spaceΩ is the set of all possible
outcomesω. In this work we denote random variables with uppercase letters and their realization with lowercase
letters. Furthermore, for ease of presentation we will omit the explicit dependency of the random variables toω in the
subsequent derivations.

Assume now thatX has a known prior probability densityπpr(x) : Rnx → R and the known data consist
of the observed quantityY such that the marginal probabilityπ(y) : Rny → R. Then, the posterior probability
πpost(x) : Rnx → R is given by

πpost(x) := π(x | y) =
πprior(x)π(y | x)

π(y)
∝ πprior(x)π(y | x).

In the subsequent Bayesian formulation we use a scaled identity as the covariance matrix for both the prior and
likelihood pdf’s.
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3.1.1 Standard Likelihood

Assume we have a noisy measurementu ∈ Rnu and a deterministic model of the formA(x)u = f , as defined in
Eq. (8), wherex ∈ Rnx is an unknown parameter. Furthermore, consider that the actual measurement is corrupted by
additive noisee, which is mutually independent with measurementu and unknown parameterx. Then, if we have a
solution operator

û (x) := A (x)−1
f | û (x) : Rnx → Rnu , (29)

the standard stochastic model is defined as
U = Û(X) + Σ. (30)

Here,U : Ω → Rnu , X : Ω → Rnx , Û : Ω → Rnx → Rnu , andΣ: Ω → Rnu reflects both the modeling and
observation errors.

If we denoteπerror [u− û(x)] : Rnu → R andπprior (x) : Rnx → R as the probability density function (pdf) of
Σ andX, respectively. The posterior pdf is given by

πpost(x) ∝ πerror [u− û(x)] πprior(x).

For normally distributed prior and likelihood pdfs we have

πprior(x) ∝ exp
[
−1

2
(x− x̄)ᵀ Γ−1

prior (x− x̄)
]

, (31)

π(u− û(x)) ∝ exp
(
−1

2
[u− û(x)− ē]ᵀ Γ−1

error [u− û(x)− ē]
)

. (32)

Similarly, we assume that the posterior pdf is normally distributed and is given by

πpost(x) ∝ exp
(
−1

2
(x− x̄)ᵀ Γ−1

prior (x− x̄)− 1
2

[u− û(x)− ē]ᵀ Γ−1
error [u− û(x)− ē]

)
, (33)

wherex̄ ∈ Rnx is the mean of the prior pdf,̄e ∈ Rnu is mean of the likelihood pdf,Γprior ∈ Rnx×nx is the prior
covariance matrix, andΓerror ∈ Rnu×nu is the likelihood covariance.

3.1.2 MECE Likelihood

Assume we have a measurementy ∈ Rnu+nλ and a deterministic model of the formA(x)(u + λ) = f , as defined
in Eq. (22), wherex ∈ Rnx is an unknown parameter,u ∈ Rnu is the state solution , andλ ∈ Rnλ are the Lagrange
multipliers. Notice that measurementy takes into consideration both the state solution and the Lagrange multipliers.
One can physically measure the state solution but not the Lagrange multipliers. However, we know thatλ → 0 as
both optimality and feasibility are reached, allowing us to assume that the measured Lagrange multipliers are equal to
zero. Finally, the modeling and observation errors are modeled as additive noisee, which is mutually independent of
unknown parametersx and measurementsy. Thus, if we have a solution operator

ĥ(x) := A−1(x)f | ĥ : Rnx → Rnu+nλ , (34)

the MECE stochastic model is defined as
Y = Ĥ(X) + Σ. (35)

Here,X : Ω → Rnx , Y : Ω → Rnu+nλ , H : Ω → Rnx → Rnu+nλ , andΣ: Ω → Rnu+nλ reflects both the modeling
and observation errors.

Σ andX have pdfπerror[u − ĥ(x)] : Rnu+nλ → R andπprior(x) : Rnx → R, respectively. The posterior pdf is
given by

πpost(x) ∝ πprior(x)πerror[y − ĥ(x)].
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For normally distributed prior and likelihood pdf’s we have

πprior(x) ∝ exp
[
−1

2
(x− x̄)ᵀ Γ−1

prior (x− x̄)
]

, (36)

πerror[y − ĥ(x)] ∝ exp
[
−1

2
[y − ĥ(x)− ē]ᵀΓ−1

error[y − ĥ(x)− ē]
]

, (37)

Similarly, we assume that the posterior pdf is normally distributed and is given by

πpost(x) ∝ exp
[
(x− x̄)ᵀ Γ−1

prior (x− x̄)− 1
2
[y − ĥ(x)− ē]ᵀΓ−1

error[y − ĥ(x)− ē]
]

(38)

wherex̄ ∈ Rnx is the mean of the prior pdf,̄e ∈ Rnu+nλ is the mean of likelihood pdf,Γprior ∈ Rnx×nx is the prior
covariance matrix, andΓerror ∈ R(nu+nλ)×(nu+nλ) is the likelihood covariance matrix.

3.1.3 ECE Likelihood

Assume we have a measurementy ∈ Rny . If an alternating directions approach is used, the parameter-to-observable
map becomes linear with respect to the unknown parameterx ∈ Rnx . This results in a deterministic model of the
form y − vx = 0, wherev ∈ Rnv . In the context of the ECE formulation,y denotes the Neumann stress fieldσN and
v denotes the Dirichlet strain field∇uD.

Consider that the modeling and observation errors are modeled as additive noisee, which is mutually independent
of the unknown parameterx and measurementsy. This leads to an ECE stochastic model of the form

Y = V X + Σ, (39)

whereX : Ω → Rnx , Y : Ω → Rny , V : Ω → Rnv , andΣ: Ω → Rny reflects both modeling and observation errors.
πerror(y − vx) : Rny → R andπprior(x) : Rnx → R denote the pdf ofΣ andX, respectively. The posterior pdf

is given by
πpost(x) ∝ πprior(x)πerror(y − vx).

For normally distributed prior and likelihood pdf’s we have

π(x) ∝ exp
(
−1

2
(x− x̄)ᵀΓ−1

prior(x− x̄)
)

, (40)

πerror(y − vx) ∝ exp
(
−1

2
(y − vx− ē)ᵀΓ−1

error(y − vx− ē)
)

. (41)

Similarly, assuming a normally distibuted posterior pdf we get

πpost(x) ∝ exp
(
−1

2
(x− x̄)ᵀΓ−1

prior(x− x̄)− 1
2
(y − vx− ē)ᵀΓ−1

error(y − vx− ē)
)

, (42)

wherex̄ ∈ Rnx is the mean of the prior pdf,̄e ∈ Rny is the mean of likelihood pdf,Γprior ∈ Rnx×nx is the prior
covariance matrix,Γerror ∈ Rny×ny is the likelihood covariance matrix.

3.2 MAP Estimate

In large-scale inverse problems, the posterior distribution lives in a high-dimensional space and sampling methods
become expensive and often unfeasible. For problems where the parameter-to-observable map is linear of the form
AX = Y : Rnx → Rny and the prior and likelihood pdf’s are normally distributed, the posterior pdf can be taken
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302 Aguiló, Swiler, & Urbina

as normally distributed [35]. In this case, point estimates and standard deviations of the unknown parameters can be
calculated using an MAP estimate approach.

Mathematically this approach can be described as follows: Given a linear parameter-to-observable map and nor-
mally distirbuted prior and likelihood pdf’s, the MAP estimate can be found by solving the following deterministic
optimization problem:

xMAP = arg maximize
x∈Rnx

π(x | y). (43)

The possible nonexistence and nonuniqueness of such problems indicate that the MAP estimate may be unsatisfactory.
However, if an efficient deterministic optimization strategy is used, the MAP estimate can yield information about the
mean and standard deviation of the parameter of interest when the posterior distribution lives in a high-dimensional
space.

This approach can be extended to problems where the parameter-to-observable map is nonlinear of the form
A(X)U = Y : Rnx → Rny . Similar to the linear case, the MAP estimate is found by solving Eq. (43). However, in
order to find an expression to calculate the posterior covariance, we linearize the operatorA(X) at the equilibrium
point xMAP . This linearization allows us to take advantage of the local stability of the linear approximation to the
operatorA(X) [28, 36].

3.2.1 Standard Likelihood

The standard stochastic model for this problem is given by Eq. (30). The respective normally distributed prior and
likelihood pdf’s are given by Eq. (31) and Eq. (32). Then, the MAP estimate is obtained by maximizing the exponent
on Eq. (33), or by minimizing its negative as follows:

xMAP = arg minimize
x∈Rn

1
2

(x− x̄)ᵀ Γ−1
prior (x− x̄) +

1
2

[u− û(x)− ē]ᵀ Γ−1
error [u− û(x)− ē] . (44)

The optimization scheme presented in Section 2.1 is utilized to solve the resulting deterministic optimization problem.
An approximation to the posterior covariance matrix is derived by linearizing the cost function in Eq. (44) around

the equilibrium point or MAP estimate. This results in an expression of the form

Γpost '
[
Γ−1

prior + ûx(x)ᵀΓ−1
errorûx(x)

]−1
.

whereΓpost ∈ Rnx×nx is the posterior covariance matrix, subscriptx denotes partial differentiation with respect
to the unknown parameterx, and ûx is the sensitivity of the solution operator defined in Eq. (29) with respect to
the unknown parameter. Notice that the computation of the sensitivities requires the solution ofnx linear system of
equations.

3.2.2 MECE Likelihood

The stochastic model for this problem is given by Eq. (35). The respective normally distributed prior and likelihood
pdf’s are given by Eq. (36) and Eq. (37). Then, the MAP estimate is given by maximizing the exponent on Eq. (38),
or by minimizing its negative as follows:

xMAP = arg minimize
x∈Rn

1
2

(x− x̄)ᵀ Γ−1
prior (x− x̄) +

1
2
[y − ĥ(x)− ē]ᵀΓ−1

error[y − ĥ(x)− ē]. (45)

The optimization scheme presented in Section 2.2 is utilized to solve the resulting deterministic optimization problem.
An approximation to the posterior covariance matrix is derived by linearizing the cost function in Eq. (45) around

the MAP estimate. This results in an expression of the form

Γpost '
[
Γ−1

prior + ĥx(x)ᵀΓ−1
errorĥx(x)

]−1

,
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whereΓpost ∈ Rnx×nx is the posterior covariance matrix, subscriptx denotes partial differentiation with respect
to the unknown parameterx, and ĥx is the sensitivity of the solution operator defined in Eq. (34) with respect to
the unknown parameterx. Similar to the standard likelihood case, the computation of the sensitivities requires the
solution ofnx linear system of equations.

3.2.3 ECE Likelihood

The stochastic model for this problem is given by Eq. (39). The normally distributed prior and likelihood pdf’s are
given by Eq. (40) and Eq. (41). Then, the MAP estimate is given by maximizing the exponent on Eq. (42), or by
minimizing its negative as follows:

xMAP = arg minimize
x∈Rn

1
2
(x− x̄)ᵀΓ−1

prior(x− x̄) +
1
2
(y − vx− ē)ᵀΓ−1

error(y − vx− ē). (46)

Notice that we have employed an alternating direction approach in order to use the stochastic model defined in Eq.
(39). Thus, the optimization scheme presented in Section 2.3 is used to solve the resulting deterministic optimization
problem.

The parameter-to-observable map for this problem is linear. Thus, the operatorA(x) is not linearized around the
MAP estimate. This results in an expression for the posterior covariance matrix of the form

Γpost =
(
Γ−1

prior + vᵀΓ−1
errorv

)−1
,

whereΓpost ∈ Rnx×nx is the posterior covariance matrix.

4. RESULTS

A numerical study was performed to test the proposed methodologies for deterministic and stochastic parameter
estimation. The numerical model consisted of a one-dimensional finite element model. Figure 1 shows a pictorial
description of the domain and boundary conditions used for the numerical study. The domainD = [0, L], where
L = 1 m. Onx = L, τ = 1 Pa and onx = 0, u = 0. For the purpose of this case study, the surface tractions were
assumed to be known exactly, the body forces were taken asf = 0, and the penalty parametersα andβ were each set
to 1.

The observed displacement field for the parameter estimation problem was generated by solving one forward
finite element problem using the benchmark material properties. The numerical model used to generate the ‘observed’
displacement field was built using a 2000 finite element mesh with fully integrated two-node line elements. The
numerical model used for the inversion was built using a 1000 finite element mesh with fully integrated two-node
line elements. Different levels of random Gaussian noise were considered,∆ ∼ N(0, 1) with standard deviation
ζ = 0.0, 0.01, and0.05, to examine the accuracy of the proposed methodologies to corrupt data. The synthetic noisy
data are generated as follows:

ûm
i = um

i ∗ (1 + ζ ∗∆i), i = 1, . . . , Nobs,

whereûm is the perturbed measured data andNobs is the total number of observations.

FIG. 1: Simple schematic of the beam model used for the numerical studies.
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The misfit between the benchmark elastic modulusEb and the optimal elastic modulusEopt was quantified as
follows:

εE =




Np∑

i=1

(
Ei

b − Ei
opt

)2




1/2

[
n∑

i=1

(
Ei

b

)2

]1/2
,

whereNp denotes the total number of parameters.
The following definition defined in [37] was used for the regularization operator:

R(E) =
κ

2η

∫

Ω

(∇E · ∇E + ε)η
dΩ,

whereκ > 0 is the regularization coefficient. This expression gives the flexibility of imposing Tikhonov regularization
when (η = 1, ε = 0) and total variation regularization when (η = 1/2, 0 < ε ≤ 1).

We compared many different variations of calibration methods (specifically, optimization of a cost functional,
nonlinear least-squares, Bayesian MCMC calibration, and MAP estimate), regularization type (Tikhonov vs total
variation), and problem formulation (specificallyL2, MECE, and ECE). Table 1 shows the different combinations of
options that we examined and present in this study. Finally, all calculations were performed on a Linux workstation
with a 2.13 GHz Intel Core i7 processor and 8 GB of RAM.

4.1 Parameter Estimation: Deterministic Approach

For the constrained optimization approaches study herein we set the bounds to 1 Pa≤ E ≤ 10 Pa; the initial guess
Einit was taken asEinit = 5 Pa. The constrained optimization problem was solved using the npsolsqp method in
DAKOTA [38]. The npsolsqp method is a sequential quadratic programming algorithm, which uses an augmented
Lagrangian merit function and a Broyden-Fletcher-Goldfarb-Shanno (BFGS) approximation to the Hessian of the
Lagrangian, and will not necessarily satisfy the constraints until the final solution. It uses a sufficient-decrease line

TABLE 1: Combinations of methods examined in this study

Calibration method Problem formulation Regularization
L2

TikhonovMECE
Constrained optimization ECE

of a cost function L2

Total variationMECE
ECE

Unconstrained optimization Standard
Noneof a cost function: MECE

Nonlinear least squares ECE

Bayesian MCMC
Standard likelihood

Gaussian priorMECE likelihood
ECE likelihood

Bayesian MAP
Standard likelihood

Total variationMECE likelihood
ECE likelihood
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search approach, which is a gradient-based line search for analytic or DAKOTA-supplied numerical gradients and is
a value-based line search in the vendor numerical case.

Figures 2 and 3 show the optimal elastic modulus field obtained for each of the constrained optimization ap-
proaches investigated in this work. For the case with1% noise in the data, the elastic modulus field predicted with

(a) L2 Formulation

(b) MECE Formulation

(c) ECE Formulation

FIG. 2: Predicted elastic modulusE with 1% noise in the data for each constrained optimization approach investi-
gated. Left column: PredictedE with TV regularization. Right column: PredictedE with Tikhonov regularization.
Here, the solid black line denotes the target elastic modulus field, the dashed line denotes the predicted elastic modu-
lus.
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(a) L2 Formulation

(b) MECE Formulation

(c) ECE Formulation

FIG. 3: Predicted elastic modulus fieldE with 5% noise in the data for each constrained optimization approach
investigated. Left column: PredictedE with TV regularization. Right column: PredictedE with Tikhonov regulariza-
tion. Here, the solid black line denotes the target elastic modulus field, the dashed line denotes the predicted elastic
modulus.

each approach was close to the benchmark elastic modulus field, regardless of which regularization operator was im-
plemented. However, Tables 2 and 3 show that the reconstruction errors were lower when TV regularization was used
instead of Tikhonov regularization as the corruption in the observed data increased. For the case with5% noise in the
data, each optimization approach predicted an elastic modulus field that was close to the benchmark elastic modulus
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TABLE 2: Reconstruction errorsεE for each constrained optimization ap-
proaches study herein. The results correspond to the case where Tikhonov
regularization was implemented

Noise
Formulation κ εE

Number of iterations
ζ Niter

0.0
L2 1.0× 10−6 0.0269 557

MECE 1.0× 10−6 0.0267 557
ECE 1.0× 10−4 0.0167 6

0.01
L2 1.0× 10−3 0.1468 117

MECE 1.0× 10−3 0.1460 117
ECE 1.0× 10−4 0.0201 6

0.05
L2 1.0× 10−2 0.2443 53

MECE 1.0× 10−2 0.2443 53
ECE 1.0× 10−4 0.0594 6

TABLE 3: Reconstruction errorsεE for each constrained optimization approaches study
herein. The results correspond to the case where TV regularization was implemented

Noise
Formulation κ ε εE

Number of iterations
ζ Niter

0.0
L2 1.0× 10−8 1.0× 10−8 0.0368 222

MECE 1.0× 10−8 1.0× 10−8 0.0366 321
ECE 1.0× 10−6 1.0× 10−6 0.0167 6

0.01
L2 1.0× 10−5 1.0× 10−6 0.0999 192

MECE 1.0× 10−5 1.0× 10−6 0.0954 162
ECE 1.0× 10−6 1.0× 10−6 0.0206 6

0.05
L2 1.0× 10−4 1.0× 10−6 0.1505 319

MECE 1.0× 10−4 1.0× 10−6 0.1321 217
ECE 1.0× 10−5 1.0× 10−6 0.0542 5

field only when TV regularization was implemented. Moreover, the optimization approach based on the ECE formula-
tion produced an elastic modulus field close to the benchmark solution with the least number of iterations, regardless
of which regularization operator was implemented.

The computational savings obtained with an approach based on the ECE formulation can be due to the convexity
property of the ECE cost functional, which has been shown to be convex for elliptic boundary value problems [39,
40]. To test the accuracy and precision of the constrained optimization approaches, several numerical experiments with
different initial guesses were done. The approach based on the ECE formulation consistently predicted accurate elastic
modulus fields with the fewest iterations. In some cases, the optimization approach based on the MECE formulation
provided accurate results with fewer iterations than the optimization approach based on theL2 formulation. However,
the results were not as consistent as those obtained when the ECE formulation was implemented. The authors are
not aware of an existing formal study that shows that the MECE cost functional is convex. However, Allix et al.
[41] performed a numerical study in which they showed that the MECE cost functional was convex for a linear
elastodynamic problem.

In the context of the regularization methods, notice that the reconstruction errors obtained with TV regularization
were less than those obtained with Tikhonov regularization as the corruption in the observed data increased. Indeed,
TV regularization has the ability to capture sharp discontinuities (see, e.g., [42]). Thus, one can effectively reconstruct
functions with jump discontinuities, which is the case in this numerical study. The results could be improved if an
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adequate method (e.g., discrepancy principle method, L-curve method, and generalized cross-validation method) was
used to optimally select the regularization coefficientκ. The selection ofκ becomes crucial in most applications as
the corruption in the observed data increases. However, in this numerical study,κ was selected through numerical
experiments.

The unconstrained nonlinear least-square optimization was performed using the nl2sol optimization method in
DAKOTA. The nl2sol algorithm is a secant-based least-squares algorithm that isq-superlinearly convergent, where
q denotes the quotient between two successive terms. It adaptively chooses between the Gauss-Newton Hessian ap-
proximation and this approximation augmented by a correction term from a secant update. nl2sol is more robust than
many Gauss-Newton-based least-squares solvers, which experience difficulty when the residuals at the solution are
significant. nl2sol is appropriate for large residual problems, i.e., least-squares problems for which the residuals do not
tend toward zero at the solution. In this numerical study we have 15 residuals from 15 experimental points. The elastic
modulus field was represented as an expansion ofNr radially symmetric RBF. The number of radial basis functions
was set to 5a priori. The bounds for the RBF parameters were set to 1 Pa≤ Ec ≤ 10 Pa, 1 Pa≤ Ei ≤ 10 Pa, and
–2≤ zi ≤ 0. The initial guess was set toEc = 5 Pa,Êi = 5 Pa, andzi = −1. Finally, the maximum number of nl2sol
iterations was set to 100.

Figure 4 shows the predicted elastic modulus field using an unconstrained NLLS approach with5% and1% noise
in the data. For the case with1% noise in the data, each of the formulations investigated predicted elastic modulus
fields close to the benchmark solution. However, for the case with5% noise in the data, only the NLLS approaches
based on the MECE and ECE formulations predicted elastic modulus fields close to the benchmark solution. Indeed,
the reconstruction errors shown in Table 4 support this claim. The MECE and ECE formulations seem to provide a
regularization behavior, which improves the quality of the reconstructions. Furthermore, the NLLS approach based
on the ECE formulation required the fewest iterations to predict an optimal elastic modulus field. However, the re-
construction errors obtained with the MECE formulations were the lowest out of the three formulations investigated
in this study. Finally, several numerical experiments with different initial guesses were performed to test the accuracy
and precision of each NLLS formulation. The NLLS approach based on the ECE formulation consistently predicted
elastic modulus fields close to the benchmark elastic modulus field with the fewest iterations. Furthermore, the stan-
dard NLLS formulation consistently produced the highest reconstruction errors as the corruption in the observed data
increased.

4.2 Parameter Estimation Under Uncertainty: MCMC Approach

This section presents the results of Bayesian calibration. A delayed rejection adaptive metropolis (DRAM) algorithm
was used to generate the posterior distribution. The DRAM algorithm used in this work can be found athttp:
//www.helsinki.fi/ ˜ mjlaine/dram/ . DRAM is a combination of two ideas, delayed rejection and adaptive
Metropolis, for improving the efficiency of the Metropolis-Hastings MCMC algortihm [43]. The main idea of Delayed

TABLE 4: Reconstruction errorsεE for each NLLS formu-
lation study herein

Noise
Formulation εE

Number of iterations
ζ Niter

0.0
Standard 0.1275 56
MECE 0.1333 27
ECE 0.1401 4

0.01
Standard 0.1174 21
MECE 0.1288 14
ECE 0.1782 6

0.05
Standard 0.5591 16
MECE 0.1317 28
ECE 0.2348 7
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(a) Standard Formulation

(b) MECE Formulation

(c) ECE Formulation

FIG. 4: Predicted elastic modulus fieldE obtained using the NLLS method. Left column:5% noise in the data. Right
column:1% noise in the data. Here the solid black line denotes the target elastic modulus field and the dashed line
denotes the predicted elastic modulus.

Rejection is to allow partial local adaptation of proposal within each time step of the Markov chain, while retaining
its property and reversibility [44]. In adaptive Metropolis, the covariance matrix of the Gaussian proposal distribution
is adapted on-the-fly using information from the previous chain. This adaptation destroys the Markovian property of
the chain. However, it can be formally shown that the ergodicity properties of the generated sample remain [45].
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310 Aguiló, Swiler, & Urbina

The DRAM algorithm was used to generate 20,000 samples of the posterior parameter estimates and only the last
15,000 realizations were used to compute the relevant statistics. Due to the dimensionality of the problem, MCMC
methods can be difficult to implement and accurate posterior parameter estimates are difficult to attain. To achieve
a reduction in the dimension of the problem, the elastic modulus field was represented as an expansion ofNr radi-
ally symmetric basis functions. Thus, posterior estimates of the RBF parameters were generated instead of posterior
estimates of the elastic modulus for each point in space. In this case study, five RBF were selecteda priori to repre-
sent the elastic modulus field. Finally, the bounds for each RBF parameter were set to those used in the NLLS case
study.

It is important to check convergence and mixing of the chain before analyzing the results. The simplest way is by
visualizing the trace plots of the chain. Figures 5–7 show the one-dimensional (1D) trace plots of the Markov chain
k for the parameters corresponding to one RBF. Visual inspection of the 1D trace plots suggests that the chain mixes
well for the last 15,000 samples, regardless of the likelihood model. This implies that the samples are indeed from the
stationary distribution of the Markov chain.

The autocorrelation function (ACF) is a useful tool to assess the convergence of a chain. If the standard deviation is
too large, the chain easily moves out of the posterior support. Most of the proposal samples will be rejected, resulting
in a long correlation. On the contrary, if the standard deviation is small, many of the proposal samples will be accepted
and the chain can only move around a small portion of the posterior space and mix poorly. An appropriate standard
deviation should result in a fast decay of the ACF with a lag along the chain [46, 47]. Figure 8 shows the ACF for each
of the likelihood models investigated in this work. Notice that the ACF for the ECE likelihood model decays to zero
at a very small lag for each of the radial basis function parameters. This is consistent with the good mixing observed
in Figs. 5–7. However, the ACF plot shows that the standard and MECE likelihood models suffer from a slower rate
of convergence.

The posterior MCMC samples obtained for the parameters corresponding to one RBF are shown in Figs. 5–7.
Notice that the posterior pdf obtained with the ECE likelihood model displays less variability from the mean. Sev-
eral numerical experiments with different initial states were performed to verify that these results were consistently
reproduced. Indeed, from these numerical experiments it was observed that the posterior pdf obtained with the ECE
likelihood model consistently displayed less variability from its mean. Furthermore, from the numerical experiments
we noticed that the ECE likelihood model required fewer burn-in samples to reach a stationary distribution of the
Markov chain. However, the standard and MECE likelihood models resulted in better reconstructions as the corrup-
tion in the observed data increased; see Table 5. Overall, each of the likelihood models studied herein were capable
of producing accurate elastic modulus field estimates as the corruption in the observed data increased; see Fig. 9. The
only advantage seen was that the ECE likelihood model seems to required fewer burn-in samples to reach a stationary
distribution of the Markov chain, providing a regularization behavior.

TABLE 5: Bayesian calibration: Reconstruc-
tion errorsεE for each of the likelihood model
study herein. The RBF parameters mean were
used to compute the reconstruction errors

Noise
Likelihood model εEζ

0.0
Standard 0.1169
MECE 0.1125
ECE 0.1192

0.01
Standard 0.1489
MECE 0.1173
ECE 0.1173

0.05
Standard 0.1205
MECE 0.1392
ECE 0.2217
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(a) Standard Likelihood

(b) MECE Likelihood

(c) ECE Likelihood

FIG. 5: Bayesian calibration with5% noise in the data: Left column: Trace plot for the matrix elastic modulusEc.
Right column: Posterior pdf forEc.

4.3 Parameter Estimation Under Uncertainty: MAP Estimate Approach

This section presents the results obtained with the MAP estimate approach. This approach produces the most likely
value of the posterior parameter distribution. The resulting statistical parameter estimation problem is equivalent to
solving a regularized deterministic optimization problem with Gaussian likelihood and prior. The problem was solved
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(a) Standard Likelihood

(b) MECE Likelihood

(c) ECE Likelihood

FIG. 6: Bayesian calibration with5% noise in the data: Left column: Trace plot for the elastic modulusE1 at the
center of a radial basis function. Right column: Posterior pdf forE1.

as a constrained optimization problem using the npsolsqp method in DAKOTA. The bounds were set to 1 Pa≤ E ≤
10 Pa and the initial guess was set toEinit = 5 Pa.

The MAP method was investigated in the context of the standard, MECE, and ECE Bayesian formulations pre-
sented in Section 3.2. The discretization of Eqs. (44)–(46) is equivalent to the choice of Gaussian pdf for the prior and
likelihood functions
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(a) Standard Likelihood

(b) MECE Likelihood

(c) ECE Likelihood

FIG. 7: Bayesian calibration with5% noise in the data: Left column: Trace plot for the locality parameterz1 of a
radial basis function. Right column: Posterior pdf forz1.

πprior = N (x̄, Γprior),

πerror = N (ē,Γerror),
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(a) (b)

(c)

FIG. 8: The autocorrelation function (ACF) at lags for the parameters of a radial basis function with5% noise in the
data. (a) ACF of the matrix elastic modulusEc, (b) ACF for the elastic modulus of RBF 1E1, (c) ACF for the locality
parameter of RBF 1z1.

with prior meanx̄ = 0, likelihood mean̄e = 0, Γerror = (β/h)I, andΓprior = (κ/h)I. Here,h = 1/1000 denotes
the element size andI is an identity matrix. Furthermore, we setβ = 1 and the parametersκ andγ to the values
shown in Table 3.

Figure 10 shows the posterior elastic modulus field predicted with the MAP estimate approach. The mean elastic
modulus fieldE predicted with the standard, MECE, and ECE Bayesian formulations were close to the benchmark
elastic modulus field. However, the accuracy of each prediction varied depending on which Bayesian formulation
was utilized. In the case where the standard and MECE Bayesian formulations were used, the mean estimates and
the standard deviations are almost similar. However, from the constrained optimization results shown in Table 2, we
notice that the elastic modulus fields predicted with the MECE formulation were closer to the benchmark solution
than the elastic modulus fields predicted with theL2 formulation, especially as the corruption in the observed data
increased. Furthermore, when the problem statistics were computed, the elastic modulus estimates predicted with
theL2 formulation displayed an increase in the parameters standard deviation. One can argue that these results are
due to the weak enforcement of both the error in the observed data and the error in the constitutive equation into the
variational boundary value problem when the MECE Bayesian formulation is implemented. This weak enforcement of
both errors into the variational boundary value formulation seemed to provide a regularization behavior that reduced
the uncertainty in the solution.

In the case where the ECE Bayesian formulation was used, the elastic modulus field estimates predicted with the
ECE Bayesian approach were the most accurate of the three Bayesian MAP formulations studied herein. However,
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(a) Standard Likelihood

(b) MECE Likelihood

(c) ECE Likelihood

FIG. 9: Bayesian calibration: Elastic modulus field predicted with the RBF parameters mean. Left column: Predicted
elastic modulus field with5% noise in the data. Right column: Predicted elastic modulus field with1% noise in the
data. Here, the solid line denotes the target elastic modulus field, the dashed line denotes the predicted elastic modulus.

these elastic modulus field estimates displayed higher variance from its mean than the elastic modulus field estimates
computed with the standard and MECE Bayesian formulations. One possible explanation for these high variances
is the strong imposition of the observed data as Dirichlet conditions. Thus, any uncertainty in the observed data is
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(a) Standard Likelihood

(b) MECE Likelihood

(c) ECE Likelihood

FIG. 10: MAP estimate results. Left column: Posterior elastic modulus field with5% noise in the data. Right column:
Posterior elastic modulus field with1% noise in the data. Here, the solid line denotes the target elastic modulus field,
the dashed line denotes the predicted elastic modulus, and the dotted lines denote the elastic modulus upper and lower
bounds (i.e., mean±2 standard deviation).

directly passed into the deterministic model. Thus, for highly corrupted data, this approach can lead to inaccurate
mean estimates as well as high uncertainty in the solution.

Finally, the authors observed that the elastic modulus field estimates were sensitive to the regularization coefficient
κ. For instance, for high values ofκ, the uncertainty in the mean estimates decreased and for low values ofκ it
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increased. The uncertainty in the mean estimates is related to the corruption in the observed data. High levels of
corruption in the observed data will induce significant errors in the mean estimates. Regularization methods have
been developed to deal with these errors. As the corruption in the observed data increases, more regularization is
needed in order to prevent overfitting. The direct effect of increasing the regularization coefficientκ is the smoothing
of the error surface; thus, the error surface becomes more convex. Hence, the uncertainty in the solution will decrease.
However, the accuracy of the mean estimate will suffer due to the smoothing of the error surface. Meanwhile, less
regularization is needed as the corruption in the observed data decreases. However, the possibility of multiple solutions
satisfying the problem constraints increases for lower values ofκ. Thus, the uncertainty in the elastic modulus field
estimates will increase.

5. CONCLUSIONS

This paper investigated the problem of parameter estimation in the context of constrained regularized optimization,
unconstrained optimization, and stochastic parameter estimation. For the constrained optimization approaches, we
investigated three formulations:L2, MECE, and ECE formulations. We found that the MECE and ECE formulations
predicted accurate results in fewer iterations than theL2 formulation, with the ECE formulation requiring the fewest
iterations. However, it is possible that the constrained optimization approach based on the ECE formulation can break
down for high levels of noise due to the strong imposition of the observed data as Dirichlet conditions. For this
reason, we expect that the MECE formulation will result in more accurate predictions than the ECE formulation
when the corruption in the observed data increases. In the context of the regularization methods, it was observed that
lower reconstruction errors were obtained when the TV regularization was used instead of Tikhonov regularization.
We expected to have such results given that TV regularization is an appropriate regularization method to use for
reconstructing discontinuous functions. For the unconstrained nonlinear least-squares approach, it was observed that
the elastic modulus field predicted with both the MECE and ECE formulations was more accurate than the elastic
modulus field obtained with the standard NLLS formulation. Moreover, the MECE and ECE formulations were more
tolerant to corruption in the observed data than the standard NLLS approach.

In the context of Bayesian calibration, the global convergence capability of MCMC algorithms lets all three
stochastic models yield elastic modulus field estimates close to the benchmark elastic modulus field. However, the
ECE stochastic model required fewer burn-in samples than the standard and MECE stochastic models to reach a sta-
tionary distribution of the Markov chain. Moreover, our study showed that the ECE likelihood formulation provides
a regularization behavior and improves the convergence of the Markov chain posterior. Yet, as in the deterministic
optimization methods case study, it is possible that the ECE likelihood formulation could break down for high levels
of noise in the data due to the strong imposition of the observed data as Dirichlet conditions.

For the MAP estimate approach, it was observed that the MECE and ECE formulations produced lower recon-
struction errors than theL2 formulations. Thus, the elastic modulus fields predicted with the stochastic models based
on the MECE and ECE formulations were closer to the benchmark solution. Furthermore, the results showed that
the MAP estimate approach based on the ECE formulation required the fewest iterations to yield an optimal elastic
modulus field. One main criticism of the MAP estimate approach is that it gives point estimates of the posterior pa-
rameter distribution, whereas the MCMC approach generates full posterior distribution via sampling. However, the
MAP estimate approach can serve as an alternative to MCMC methods for quantifying uncertainty in statistical inverse
problems that are governed by expensive numerical models and high-dimensional spaces.
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