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This work presents an implementation and evaluation of the Σ-Y atomization model for Diesel spray
CFD simulations. The Σ-Y model is based on an Eulerian representation of the spray atomization and
dispersion by means of a single-fluid variable density turbulent flow within a RANS framework. The
locally homogeneous flow approach has been applied in order to develop a spray vaporization model
based on state relationships. A finite-volume solver for model equations has been created using the
OpenFOAM CFD open-source C++ library. Model predictions have been compared to experimental
data from free Diesel sprays under nonvaporizing and vaporizing conditions. High-speed imaging,
PDPA, and Rayleigh-scattering measurements have been used in order to assess the CFD model.
Accurate predictions of liquid and vapor spray penetration, as well as axial velocity and mixture
fraction profiles, can be simultaneously achieved for a wide range of injection pressure and ambient
conditions, despite only having qualitatively correct predictions of droplet size. The success of these
predictions supports the mixing-limited vaporization hypothesis. Model accuracy is better for high
ambient density and injection pressure conditions. It is proposed that under low ambient density and
injection pressure conditions, interfacial dynamics become more important and the single velocity
field assumption is less appropriate.
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1. INTRODUCTION

The fuel injection process and subsequent fuel-air mixing formation play a major role
in combustion and pollutant formation in Diesel engines. Therefore, an accurate pre-
diction of these processes is required in order to produce reliable engine performance
and emissions predictions. Diesel spray modeling is still a challenging task due to the
complex interrelated phenomena involved; some of them, such as primary atomization

†Part of this work was presented at the ICLASS 2012 Conference in Heidelberg, Germany,
September 2–6, 2012.
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NOMENCLATURE

A surface-area production rate
a surface-area production rate
acoll surface-area production rate

from collision
ap diagonal coefficient from

momentum equation
Cε modeling constant for

turbulence closure
D nozzle orifice outlet diameter
D32 local Sauter mean diameter
DΣ suitable diffusion coefficient
h enthalpy
hf enthalpy of formation
k turbulent kinetic energy
Kr density relaxation constant
L nozzle orifice length
ṁ mass flow rate
p pressure
r nozzle orifice inlet radius
req predicted equilibrium droplet

radius
Rg gas constant
Sc Schmidt number
u velocity

Vs coalescence interface destruction
coefficient

Y liquid fraction
Z mixture fraction

Greek Symbols
α modeling constant
ε turbulent dissipation rate
µ viscosity
Σ mean interfacial surface-area density
σ surface-tension coefficient
ρ density
τ time scale
φ flux at cell faces
Ψ compressibility

Superscripts
¯ volume-averaged quantity
˜ Favre-averaged quantity
′ fluctuating quantity

Subscripts
g gas quantity
l liquid quantity

(Gorokhovski and Herrmann, 2008) or nozzle cavitation (Schmidt and Corradini, 2001),
are not fully understood.

The discrete droplet method (DDM) (Dukowicz, 1980) has been widely employed
for Diesel spray modeling on practical design applications for more than 30 years. This
method applies a Lagrangian description of the liquid spray, which presents some well
known drawbacks for dense two-phase flow modeling. Some basic hypotheses, such as
low liquid volume fraction or homogeneously distributed parcels in the computational
cells, are not valid in the near nozzle flow of Diesel sprays. In order to assure numerical
stability, it is often necessary to use grid sizes larger than the orifice diameter resulting
in inadequately resolved flow structures (Abraham, 1997; Iyer and Abraham, 1997).
Moreover, the validity of isolated drop based models in this region that is characterized
by strong interaction between phases is hardly justified. These issues usually require a
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“best-practice” approach when using this method (Abraham and Picket, 2010; Som and
Aggarwal, 2009).

The DDM method emphasizes droplet dynamics, with considerable effort devoted
to faithfully representing breakup and collision processes. However, at the high ambient
pressures present in Diesel engines, turbulent mixing may be the dominant phenomenon.
For example, reduced-order models and detailed experimental measurements by Siebers
(1998, 1999, 2008) show that characteristic vaporization lengths can be predicted by
means of mixing-controlled assumptions, which concludes that individual droplet dy-
namics are of little significance. His results indicate that “the processes of atomization
and the ensuing interphase transport of mass and energy at droplet surfaces are not limit-
ing steps with respect to fuel vaporization in DI diesel sprays.” Instead, his experimental
measurements and corresponding models indicate that turbulent spray mixing and gas
entrainment are pivotal.

A potentially better modeling paradigm would emphasize turbulent mixing and main-
tain close coupling between the two phases. TheΣ-Y atomization model, initially pro-
posed by Vallet and Borghi (1999), has emerged as an alternative to the DDM for Diesel
spray simulations (Desportes et al., 2010; Lebas et al., 2005, 2009). This model is based
on an Eulerian approach which is more suitable for the description of the primary at-
omization occurring in the near field of Diesel sprays. Implementations that include a
transition to the Lagrangian particle tracking in the sparse downstream spray are re-
ferred to as Eulerian-Lagrangian spray atomization (ELSA) (Blokkeel et al., 2003). In
the Eulerian model, the extent of the atomization process is computed from an interface
surface density equation, and then it is not required to presume any particular shape for
liquid fragments. Furthermore, this is a natural approach for including nozzle geometry
flow effects on spray calculations (Ning et al., 2009).

In this work, an implementation of theΣ-Y model within the OpenFOAM (Weller
et al., 1998) CFD framework is presented. The aim of the paper is to evaluate the applica-
tion of Σ-Y to Diesel spray modeling by comparing with experimental data. Those data
were obtained on specific rigs for spray characterization, including both global and local
parameters, such as tip penetration, droplet velocity, and fuel vapor mixture fraction, on
a wide range of ambient and injection conditions. Included in this overall objective is
the evaluation of the vaporization model, based on mixing-controlled assumptions, and
numerical improvements to previous implementation (Trask et al., 2012).

2. MODEL DESCRIPTION

2.1 Modeling Approach

TheΣ-Y model treats the liquid/gas mixture as a pseudo-fluid with a single velocity field.
Under the assumption that the flow exiting the injector is operating at large Reynolds
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and Weber numbers, it is possible to assume a separation of the large-scale flow fea-
tures, such as mass transport, from the atomization process occurring at smaller scales.
This allows the direct simulation of the large-scale bulk transport of the liquid while
unresolved turbulent transport is modeled using standard closures such as those used in
Reynolds-averaged turbulence models.

To track the dispersion of the liquid phase an indicator function is used taking a value
of unity in the liquid phase and zero in the gas phase. The mean liquid volume fraction
is denoted (Y ) and the mean mass-averaged fraction is defined as [Ỹ = (ρY )/ρ̄]. Favre
averaging the transport equation for the liquid mass fraction yields

∂ρ̄Ỹ

∂t
+

∂ρ̄ũiỸ

∂xi
= −∂ρ̄ũ′iY ′

∂xi
− ρ̄

˜̇Y vap (1)

whereu′ denotes the density weighted turbulent fluctuations in velocity,Y ′ denotes tur-
bulent fluctuations in liquid mass fraction and the last term accounts for vaporization,
which will be discussed later. The turbulent diffusion liquid flux captures the effect of
the relative velocity between the two phases (Vallet et al., 2001). While the approach
used here assumes that the resolved momentum of the liquid/gas mixture can be charac-
terized by a single bulk velocity, the slip velocity can be expressed explicitly as derived
by Demoulin et al. (2007)

ui|l − ui|g =
1

Ỹ
(
1− Ỹ

) · ũ′iY ′ (2)

Under the assumption that the two phases form an immiscible mixture, the mass-averaged
value of the indicator function is related to the density by

1
ρ̄

=
Ỹ

ρl
+

1− Ỹ

ρg
(3)

An equation of state is then assigned to each phase. The gas phase obeys an ideal gas
law, while the liquid phase is assumed to have a linear compressibility, denoted byψl:

ρg =
p

RgT
(4)

ρl = ρl,o + ψl(p− po) (5)

whereρl,o andpo denote reference density and pressures, respectively, about which the
equation of state is linearized.

To finally close the above system of equations the temperature is obtained from a
bulk mixture enthalpy equation and closures must be given for the terms resulting from
Favre averaging. The closure in the liquid mass transport equation is assigned using a
standard turbulent gradient flux model,
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ρ̄ũ′iY ′ =
µt

Sc

∂Ỹ

∂xi
(6)

and the closure corresponding to the Reynolds stresses in the momentum equation is
given by a modified k-ε model,

∂ρ̄k̃

∂t
+

∂ρ̄ũik̃

∂xi
=

∂

∂xi

(
µt

Prk

∂k̃

∂xi

)
− ρ̄Rij

∂ũj

∂xi
− u′i

∂p

∂xi
− ρ̄ε̃ (7)

∂ρ̄ε̃

∂t
+

∂ρ̄ũiε̃

∂xi
=

∂

∂xi

(
µt

Prε

∂ε̃

∂xi

)
+ Cε1

ε̃

k̃

(
−ρ̄Rij

∂ũj

∂xj
− u′i

∂p

∂xi

)
− Cε2ρ̄

ε̃2

k̃
(8)

−ρ̄ũ′iu
′
j = µt

(
∂ũi

∂xj
+

∂ũj

∂xi
− 2

3
∂ũl

∂xl
δij

)
− 2

3
ρ̄k̃δij (9)

which accounts for the additional production caused by large density fluctuations. The
averaged velocity fluctuation in Eqs. (7) and (8) is exactly given (Vallet et al., 2001) by

ū′i = ρ̄ũ′iY ′
(

1
ρl
− 1

ρg

)
(10)

The solution of the above equations fully characterizes the large-scale bulk motion of the
flow. Several other options exist for obtaining closure in the above system of equations
[see, for example, the discussion in Demoulin et al. (2007) and Trask et al. (2012)].

The small-scale atomization is modeled by solving a transport equation for the evo-
lution of the density of interphase surface areaΣ, originally proposed by Vallet and
Borghi (1999). The evolution equation is given by

∂Σ
∂t

+
∂ũjΣ
∂xj

=
∂

∂xj

(
DΣ

∂Σ
∂xj

)
+ (A + a) Σ− VsΣ

2 − ¯̇Σvap (11)

whereDΣ is a suitable diffusion coefficient usually taken as the turbulent viscosity over
a Schmidt number. The termsA anda are inverse time scales that define the rate at
which surface area is produced. Specifically, theA term models the creation of surface
area via the stretching of the interface by mean velocity gradients. Vallet and Borghi’s
original model takes this term to be proportional to the same time scale as that used in
the production of kinetic energy in the traditional k-ε model (Vallet and Borghi, 1999).

A = α0

ρ̄ũ′′i u
′′
j

ρ̄k

∂ũi

∂xj
(12)

The a term accounts for small-scale interface area production. Here there are several
possibilities, but if it is assumed that the dominant mechanism is related to the collision
and breakup of droplets, the inverse of droplet collision time scale may be used (Vallet
et al., 2001).
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acoll =
α1

(36π)2/9
(ltΣ)2/3

(
ρl

ρ̄Ỹ

)4/9
ε

k
(13)

TheVs term captures the effects of interface destruction by coalescence. It is determined
by solving for the value ofVs that will provide an equilibrium value ofΣ set by a pre-
dicted equilibrium droplet radius (req).

Σeq =
τprod

τdestr
=

3ρ̄Ỹ

ρlreq
(14)

Vs =
acollρlreq

3ρ̄Ỹ
(15)

To fix the equilibrium radius, there are, again, several options but as in Vallet et al. (2001)
it is given here by

req = α2
σ3/5l

2/5
t

k3/5

(ρ̄Ỹ )2/15

ρ
11/15
l

(16)

Finally, the ¯̇Σvap term models the effects on interphase surface produced by evaporation.
This term comes from Lebas et al. (2009).

¯̇Σvap =
2
3

Σ2

ρ̄Ỹl

ṁl→v (17)

The value ofṁl→v is related to the sink/source term for fuel liquid/vapor transport equa-

tions, ˜̇Yvap, through the following equation.

ṁl→v =
ρ̄

˜̇Yvap

Σ
(18)

Together with the mass-averaged volume fraction, the interface surface-area density can
be used to calculate the local Sauter mean diameter of the spray.

D32 =
6ρ̄Ỹ

ρl
∑̄ (19)

In order to account for spray evaporation, both an additional transport equation for
vapor fuel mass fraction and also a procedure for calculating the source term from Eq. (1)
have to be added to the model. The transport equation can be written in a similar way to
the conservation of liquid fuel as:

∂ρ̄Ỹv

∂t
+

∂ρ̄ũiỸv

∂xi
= −∂ρ̄ũ′iY ′

v

∂xi
+ ρ̄

˜̇Y vap (20)
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A standard turbulent gradient law is used for closure in this transport equation. The
sink/source terms for fuel liquid/vapor transport equations are calculated in terms of a
rate needed to achieve local adiabatic saturation conditions. This can be written as

Ẏv =
Yv,sat − Ỹv

τevap
(21)

whereỸv is the local vapor fuel mass fraction,Yv,sat is the value of vapor fuel mass
fraction under adiabatic saturation conditions, andτevap is a relaxation time. As a first
approach, the latter parameter has been set equal to the computational time step.

Finally, Yv,sat is calculated by means of a locally homogeneous flow (LHF) ap-
proach (Faeth, 1983). According to that, state relationships are applied to describe spray
thermodynamic conditions under the assumption of local thermodynamic equilibrium.
The enthalpy balance for the mixture is expressed in terms of an adiabatic mixing pro-
cess:

h (T ) = Z · hf (T0) + (1− Z) · ha (Ta) = Y · hf,l (T ) + Yv · hf,v (T )
+ (1− Y − Yv) · ha (T )

(22)

whereZ = Y + Yv is the mixture fraction. Together with the thermodynamic equilib-
rium assumption, local temperature and composition can be derived (Pastor et al., 2008),
from whichYv,sat will be fed into the vaporization term of the transport equation.

2.2 Numerical Implementation

The model was implemented using the OpenFOAM (Weller et al., 1998) library. The
advantages of this library are that polyhedral mesh and parallelism are intrinsically sup-
ported. The implementation of the governing equations largely follows the description
in Trask et al. (2012). The present work, however, includes one notable numerical im-
provement, which maintains the mathematical consistency of the numerical solution.
The issue concerns the relationship between density and mass fraction.

In Trask et al. (2012), the continuity equation was solved at the beginning of each
time step in order to facilitate the computation of temporal derivatives such as those in
Eqs. (1), (7), and (8), as well as the momentum equations. The computation of mass
fraction transport by Eq. (1) then can represent the modeled turbulent dispersion of liq-
uid mass. However, the combined solutions of Eqs. (1) and (2) create a constraint in
order to maintain consistency with the definition of density, as given in Eq. (3). The im-
plementation of Trask et al. (2012) did not guarantee that consistency would always be
maintained between density and mass fraction.

The solution to this issue was to create a small penalty function in the pressure pro-
jection step. This penalty function is the last term in the pressure equation, Eq. (23), dis-
played below. The function relaxes the density calculated from the continuity equation
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towards the value stipulated by Eq. (3). The constant multiplier,Kr, in this term repre-
sents the approximate number of time steps for relaxation to the correct density.

∇ · φ∗ −∇ ·
(

1
ap
∇p̄

)

f

= −
(

Ȳ ψl

ρl
+

1− Ȳ

p̄

)
Dp̄

Dt
+

1− Ȳ

T

DT

Dt

−
[

1
ρl
− 1

ρg

]
∇ · ρ̄ũ′iY ′ − ρeos − ρ

δtKrρ
+ ρ̄

˜̇Y vap

(23)

This pressure projection is inspired by the pressure/velocity coupling of the PISO
method (Ferziger and Peric, 2002). The left side of Eq. (23) includes the standard terms
in a pressure projection step, withφ representing the flux at cell faces andap represent-
ing the diagonal coefficient from the momentum equation. In Eq. (23) the symbolφ∗

denotes the flux without the pressure gradient. The right-side terms are the compress-
ibility, enthalpy, two-phase mixing, and numerical relaxation contributions, respectively.
The termρeos − ρ represents the numerical discrepancy andδt is the time step. This ap-
proach successfully maintained consistency without iterative solutions of the continuity
and mass transfer equations.

3. EXPERIMENTAL DATA

The data for model evaluation were obtained from two different databases of specific
test rigs for Diesel spray characterization. Both of them were generated by single-hole
axisymmetric nozzles, using a high-pressure common rail system.

For nonvaporizing sprays, data from Payri et al. (2008, 2011) have been used. In
those experiments, the sprays were injected into a quiescent vessel where back pressure
is modified at constant room temperature, so that ambient densities from 10 to 40 kg/m3

are obtained in a nonvaporizing environment. Injection pressures ranged between 30 and
130 MPa.

The nozzle geometry characteristics are summarized in Table 1, whereD, L, andr
denote nozzle orifice outlet diameter, length, and inlet radius, respectively. The nozzle
convergence is described by thek-factor, as defined in Macián et al. (2003)

This convergent nozzle was hydro-eroded in order to round the edges of the orifice
inlet. Both geometric characteristics are aimed to prevent cavitation, as demonstrated by
the hydraulic characterization presented in Payri et al. (2012).

Spray macroscopic characteristics, namely penetration and cone angle, have been
obtained by high-speed imaging. A detailed description of the experimental setup and

TABLE 1: Nozzle geometric char-
acteristics for nonvaporizing tests

D (mm) L/D r/D k -factor
0.112 8.93 0.30 2.1
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image acquisition methodology can be found in Payri et al. (2011). Regarding image
processing, a validated methodology for segmentation (Pastor et al., 2007) was used.
An additional source of spray data are the droplet size and velocity measurements from
Payri et al. (2008), performed at different axial sections located from 25 to 50 mm to the
orifice. As described in Araneo et al. (2006), a specific optimization of the PDPA system
has been performed in order to improve measurements at those conditions.

In order to evaluate the model under vaporizing conditions, the ECN-Spray A database
(ECN, 2012) has been used. The ”Spray A” condition consists of a free Diesel spray
injected into a quiescent environment, where well-defined boundary conditions and ex-
perimental data are available for model validation purposes. The nominal condition for
Spray A corresponds to 150 MPa injection pressure, 900 K ambient temperature, and
22.8 kg/m3 as ambient density. Parametric variations are performed based on this refer-
ence case.

In addition to standard spray characterization parameters such as liquid and vapor tip
penetration (Bardi et al., 2012), a remarkable feature is that local air/fuel ratio measure-
ments have been performed by means of a Rayleigh-scattering technique (Pickett et al.,
2011). In the same way as for nonvaporizing sprays, convergent nozzles are used for
Spray A. Detailed internal nozzle geometric characterization has been performed for the
injectors employed in these experiments, where the main characteristics are presented in
Table 2.

4. RESULTS AND DISCUSSION

4.1 Model set-up

In order to simulate the Diesel sprays, a 2D axisymmetric computational domain with
80× 25 mm extent in the axial and radial spray directions is considered. The mesh is
structured with nonuniform grid resolution. There are 10 cells along the orifice diameter,
keeping an aspect ratio close to 1 in the near nozzle region, as depicted in Fig. 1. A mesh
size convergence study was performed in order to achieve grid-independent results. The
grid used in the calculations is comprised of 450× 80 cells, with a cell expansion ratio
of 1.01 and 1.06 in the axial and radial directions, respectively.

A Gamma NVD scheme is used for discretization of divergence terms and a first
order Euler scheme is applied for time derivative terms. The inlet velocity boundary
condition is obtained from mass flow rate and momentum flux measurements, applying

TABLE 2: Nozzle geometric characteristics for vaporizing
sprays (ECN injectors)

Injector serial no. D (mm) L/D r/D k -factor
210675 0.0894 11.5 0.23 2.7
210677 0.0837 12.3 0.18 3.2
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FIG. 1: Computational grid: The inset shows the mesh near the nozzle exit.

a constant radial profile of axial velocity and density at the nozzle outlet. The turbulent
intensity was set to 5% and the length scale to 10% of the nozzle diameter.

One of the main assumptions of theΣ-Y model is the calculation of spray disper-
sion from a variable density turbulent mixing flow. Thus, it is expected that turbulence
modeling will have a strong effect on spray predictions. As previously described, a mod-
ified form of the k-ε model accounting for density variations is employed. Due to the
well known round jet spreading overprediction of k-ε type models (Pope, 1978), two
different values forC1ε constant were evaluated: the standard (1.44) and a corrected one
(1.60). Pope (1978) has previously suggested that the latter value should be used for
round jets. Though more refined expressions have been formulated for liquid turbulent
flux closure (Beau et al., 2005), a gradient closure with Sct = 0.9 is used for this term.
Results presented by Lebas et al. (2009) and Lebas (2007) indicate that this formulation
could be sufficiently accurate for high-speed Diesel spray modeling.

Initial simulations under nonvaporizing conditions were run for the 80 MPa injec-
tion pressure and 40 kg/m3 ambient density conditions, in order to evaluate the accu-
racy of the modeling approach. Results shown in Fig. 2 indicate that good agreement of
spray penetration, and also centerline velocity, are obtained when using the corrected
C1ε value. A noticeable underestimation is obtained when using the standard value.
Moreover, the measured radial profiles of axial velocity can only be captured with the
correctedC1ε, as depicted in Fig. 3. It is also observed from this figure that self-similar
velocities profiles are obtained for both measurements and calculations at different ax-
ial locations. These results indicate that both spray penetration and dispersion, which
are related parameters, can be accurately predicted with the proposed model setup. It
is also noticeable that spray penetration is well predicted at initial stages but also far
downstream of the primary atomization region. The agreement between the model bulk
velocity and the liquid measured one indicates very low slip between phases, at least for
those conditions and measurement locations. This dynamic equilibrium also supports the
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FIG. 2: Spray tip penetration and centerline axial velocity.

use of a gradient closure for liquid turbulent flux, which provides very low slip velocities
(Beau et al., 2005).

The next step for model setup, after validation of large-scale flow, is focused on the
small-scale atomization characteristics given by the interface surface density (Σ) and the
droplet size derived from this variable. In these calculations, constants for both source
and sink terms in theΣ equation correspond to the values proposed in Demoulin et al.
(2007), but theα2 model constant is set to 2.5 in order to provide fair agreement with
measured SMD results.

Figure 4 shows the predicted spray SMD contours, where smaller drop sizes appear
of just downstream the liquid core and after that SMD increases progressively with axial
distance. Such droplet size increase, which has been observed in nonvaporizing exper-
iments both in the present and also in previous works (Araneo and Tropea, 2000; Baik
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FIG. 3: Measured and predicted normalized radial profiles of axial velocity with CFD
model usingC1ε = 1.6 (top) andC1ε = 1.44 (bottom).

et al., 2003), is usually attributed to droplet coalescence. The behavior is also obtained in
calculations due to the predominance of surface density sink terms on Eq. (11), probably
caused by the increased equilibrium radiusreq with lower kinetic turbulent energyk.
However, the measured SMD axial increase is smaller than in computations, as depicted
in Fig. 5, especially for near-axis locations.

4.2 Model Evaluation: Nonvaporizing Sprays

The model setup defined in the previous section was further assessed by simulating a
series of experiments with different ambient and injection conditions. The range of va-
lidity of the model was evaluated by running cases with lower ambient density (25 and
10 kg/m3) and increased (130 MPa) and decreased (30 MPa) injection pressures. As
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FIG. 4: Calculated SMD contours: White iso-line corresponds toY = 1e-3.
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FIG. 5: Measured and predicted SMD profiles.

shown in Figs. 6–8, the accuracy of spray penetration predictions for high and interme-
diate ambient densities are similar, though some differences in centerline velocity results
can be observed forρa = 25 kg/m3 conditions. Spray penetration is under-predicted for
the lower ambient density, and also centerline velocities are lower than PDPA measure-
ments. Velocity radial profiles from Fig. 9 show reduced spray dispersion as ambient
density decreases, but the very narrow profiles for the lowest-density case cannot be
captured by the model. All these results hint at the fact that spray dispersion is overpre-
dicted when ambient density decreases.
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FIG. 6: Spray penetration (top) and centerline axial velocity (bottom)ρa = 40 kg/m3.

Higher injection pressure does not modify the accuracy of spray characteristics pre-
dictions, and even good agreement on tip penetration is obtained for the lowest ambient
density condition. Fair predictions are still found forPinj = 300 bar and ambient densi-
ties of 40 and 25 kg/m3. Major discrepancies have been obtained for the lowest density
and injection pressure condition. In this case both Reynolds number and ambient-to-fuel
density ratio are decreased, so this may have an effect on the spray atomization regime
(Reitz and Bracco, 1986) and compromise the validity of the model assumptions. The
slip between phases in these conditions is more significant and then the addition of a
Lagrangian tracking for sparse spray regimes (Blokkeel et al., 2003) or a detailed model
for the diffusion flux term closure, such as suggested in Beau et al. (2005), could provide
better predictions.
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FIG. 7: Spray penetration (top) and centerline axial velocity (bottom)ρa = 25 kg/m3.

Figure 10 shows the predicted and measured SMD data at the same section as the
velocity profiles from Fig. 9. It is shown that SMD decreases with lower ambient density,
probably due to lower coalescence after the primary atomization region Reitz (1987).
This trend is captured by the model, but the effect is overestimated. Concerning injection
pressure effects, SMD increases for lower injection pressures, as expected, but also here
the trend is overestimated compared to experimental data.

4.3 Model Evaluation: Vaporizing Sprays

Vaporizing sprays are simulated using the same computational setup as defined in Sec-
tion 4.1 for nonvaporizing cases. Spray A specifications were selected as the base case
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FIG. 8: Spray penetration (top) and centerline axial velocity (bottom)ρa = 10 kg/m3.

simulation to evaluate model predictions. Results shown in Fig. 11 depict good agree-
ment for both liquid and vapor penetration. In both cases, predictions are within the
experimental error interval of measured values. The accuracy in maximum liquid length
predictions confirms that the evaporation process under Spray A conditions is mainly
mixing-controlled.

Predicted vs measured mixture fraction profiles are also shown in Figs. 12 and 13.
Measurements are only available farther downstream of maximum liquid length distance,
where the spray is fully in gas phase. Predicted values on the axis always fall within the
experimental error interval, except below 22 mm, where the measuring uncertainty is
also larger. Regarding radial distribution of mixture fraction, the shape of the normalized
profiles is also adequately predicted by the model, as shown in Fig. 13. There is a slight
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FIG. 9: Axial velocity radial profiles forPinj = 800 bar (top) andρa = 40 kg/m3 (bottom)
atx = 35 mm.

bias towards narrower radial profiles in the calculations, which should indicate less radial
dispersion and hence slightly lower entrainment. This is also coherent with the fact that
the on-axis mixture fraction is always in the upper part of the experimental error interval,
and the same applies to spray tip penetration trends. However, the overall agreement is
remarkable.

Parametric studies with different injection conditions, as well as with different am-
bient density and temperature, were also performed. Spray vapor penetration and liquid
length predictions have been summarized in Figs. 14–16. Trends of decreasing vapor
penetration with decreasing injection pressure and increasing penetration when decreas-
ing ambient density are captured by the model. In general, good agreement between
calculations and experiments is obtained, with most of the predicted results within ex-
perimental uncertainties. Effects of ambient density and temperature on quasi-steady
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FIG. 14: Computed and measured vapor and liquid penetration for different injection
pressures: Injector 210675,Ta = 900 K, andρa = 22.8 kg/m3.

values of liquid length are also well predicted. Departures tend to be noticeable at the
lowest density conditions, which could be expected from the nonvaporizing spray re-
sults. This agreement also confirms that evaporation model hypotheses are valid over a
wide range of operating conditions of current diesel engines.
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ditions of ambient density: Injector 210675,Pinj = 150 MPa, andTa = 900 K.

5. SUMMARY AND CONCLUSIONS

A fully compressible implementation of theΣ-Y model has been applied to the study of
direct injection Diesel sprays. As opposed to Lagrangian-Eulerian DDM modeling, the
present approach makes it possible to compute two-phase flows using a highly refined
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FIG. 16: Computed and measured liquid length for different conditions of ambient tem-
perature: Injector 210675,Pinj = 150 MPa, andρa = 22.8 kg/m3.

mesh without going into numerical instabilities. Calculations have been validated against
spray test rig experiments for both nonvaporizing and vaporizing sprays under different
operating conditions. Spray tip penetration and liquid-phase lengths, as well as spatial
distribution of axial velocity, droplet size, and fuel mass fraction have been used for
validation.

Model setup has been performed by modifying theC1ε constant of the k-ε turbu-
lence model, as previously suggested for round jets, as well as theα2 constant in theΣ
equation. In both cases, selected values have been kept constant for all calculations.

For nonvaporizing sprays, predicted spray tip penetration and velocity fields were in
very good agreement with the experimental data under medium and high ambient gas
density conditions. When the ambient gas density was low, agreement was not as good,
suggesting that under these conditions interfacial dynamics become more significant.
Under such conditions, transition to a Lagrangian formulation in the sparse region of the
spray would be more appropriate. The model suggested by Beau et al. (2005) may also
improve the predictions in such low ambient density conditions. On the other hand, SMD
predictions were only qualitatively correct. Although parametric trends were correct, the
model was far more sensitive than experiments towards changes in operating conditions.

For vaporizing sprays, predicted spray tip penetration, fuel mass fraction field, and
quasi-steady liquid lengths were also in agreement with experimental data. In this case,
differences at lower density were not as noticeable as in the nonvaporizing case, due to
the inherent transition to a single-phase flow.
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The overall utility of theΣ-Y modeling approach is confirmed by the validation stud-
ies. The model is applicable to ambient gas density conditions that are normally present
in Diesel engines, but would be less accurate for very early injection conditions, such
as those found in highly premixed combustion strategies, due to the lower ambient den-
sity. The model is not yet capable of predicting drop sizes over the range of conditions
studied. However, under such conditions spray penetration, dispersion, and vaporization
processes are mainly mixing-controlled, and thus droplet-related phenomena are not the
governing parameters. This view is confirmed by the ability to model vaporization accu-
rately without having precise SMD predictions.
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