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In this paper we address the problem of uncertainty management for robust design, and verification of large dynamic
networks whose performance is affected by an equally large number of uncertain parameters. Many such networks
(e.g., power, thermal, and communication networks) are often composed of weakly interacting subnetworks. We propose
intrusive and nonintrusive iterative schemes that exploit such weak interconnections to overcome the dimensionality
curse associated with traditional uncertainty quantification methods (e.g., generalized polynomial chaos, probabilistic
collocation) and accelerate uncertainty propagation in systems with a large number of uncertain parameters. This
approach relies on integrating graph theoretic methods and waveform relaxation with generalized polynomial chaos,
and probabilistic collocation, rendering these techniques scalable. We introduce an approximate Galerkin projection
that based on the results of graph decomposition computes “strong” and “weak” influence of parameters on states.
An appropriate order of expansion, in terms of the parameters, is then selected for the various states. We analyze
convergence properties of this scheme and illustrate it in several examples.
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1. INTRODUCTION

The issue of management of uncertainty for robust system operation is of interest in a large family of complex net-
worked systems. Examples include power, thermal, and communication networks which arise in several instances such
as more electric aircrafts, integrated building systems, and sensor networks. Such systems typically involve a large
number of heterogeneous, connected components, whose dynamics is affected by possibly an equally large number
of uncertain parameters and disturbances.

Uncertainty quantification (UQ) methods provide means of calculating probability distribution of system out-
puts, given the probability distribution of input parameters. Outputs of interest could include, for example, latency in
communication network, power quality and stability of power networks, and energy usage in thermal networks. The
standard UQ methods such as Monte Carlo (MC) [1] exhibit poor convergence rates whereas others such as quasi
Monte Carlo (QMC) [2, 3], generalized polynomial chaos (gPC) [4], and the associated probabilistic collocation
method (PCM) [5] suffer from the curse of dimensionality (in parameter space), and become practically infeasible
when applied to a network as a whole. Improving these techniques to alleviate the curse of dimensionality is an active
area of current research (see [6] and references therein): notable methods include the sparse-grid collocation method
[7, 8] and analysis of variance (ANOVA) decomposition [9] for sensitivity analysis and dimensional reduction of the
uncertain parametric space. However, none of such extension exploits the underlying structure and dynamics of the
networked systems. In fact, many networks of interest (e.g., power, thermal, and communication networks) are often
composed of weakly interacting subsystems. As a result, it is plausible to simplify and accelerate the simulation, anal-
ysis, and uncertainty propagation in such systems by suitably decomposing them. For example, authors in [10, 11]
used graph decomposition to facilitate stability and robustness analysis of large-scale interconnected dynamical sys-
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tems. Mezic et al. [12] used graph decomposition in conjunction with Perron Frobenius operator theory to simplify
the invariant measure computation and uncertainty quantification, for a particular class of networks. While these ap-
proaches exploit the underlying structure of the system, they do not take advantage of the weakly coupled dynamics
of the subsystems.

In this paper, we propose an iterative UQ approach that exploits the weak interactions among subsystems in a
networked system to overcome the dimensionality curse associated with traditional UQ methods. We refer to this
approach as probabilistic waveform relaxation (PWR), and propose both intrusive and nonintrusive forms of PWR.
PWR relies on integrating graph decomposition techniques and waveform relaxation scheme, with gPC and PCM.
Graph decomposition to identify weakly interacting subsystems can be realized by spectral graph theoretic techniques
[13, 14]. Waveform relaxation [15] (WR), a parallelizable iterative method exploits this decomposition and evolves
each subsystem forward in time independently but coupled with the other subsystems through their solutions from
the previous iteration. In the intrusive PWR, the subsystems obtained from decomposing the original system are
used to impose a decomposition on system obtained by Galerkin projection based on the gPC expansion. Further,
the weak interactions are used to discard terms which are expected to be insignificant in the gPC expansion, leading
to what we call an approximate Galerkin projected (AGP) system. We then propose to apply WR relaxation on the
decomposed AGP system to accelerate the UQ computation. In the nonintrusive form of PWR, rather than deriving the
AGP system, one works directly with subsystems obtained from decomposing the original system. At each waveform
relaxation iteration we propose to apply PCM at the subsystem level, and use gPC to propagate the uncertainty among
the subsystems. Bevause UQ methods are applied to relatively simpler subsystems which typically involve a few
parameters, this renders a scalable nonintrusive iterative approach to UQ. We prove convergence of the PWR approach
under very general conditions. Note that spectral graph decomposition can be done completely in a distributed fashion
using a recently developed wave equation-based clustering method [16]. Moreover, one can further exploit timescale
separation in the system to accelerate WR using an adaptive form of WR [17]. PWR when combined with wave
equation-based distributed clustering and adaptive WR can lead to a highly scalable and computationally efficient
approach to UQ in complex networks. Note that to the best of the authors’ knowledge, it is the first attempt to extend
polynomial chaos-based methods to parallel environments such that every step in the process, from clustering to the
simulations, is completely decentralized.

This paper is organized in six sections. In Section 2 we give the mathematical preliminaries for setting up the
UQ problem for networked dynamical systems, and present an overview of gPC and PCM techniques. In Section 3
we discuss graph decomposition and waveform relaxation methods, which form basic ingredients of PWR. Here we
also describe adaptive WR and wave equation based distributed graph decomposition techniques. We introduce the
intrusive and nonintrusive PWR in Section 4 through a simple example, and then describe these methods in a more
general setting. We also prove convergence of PWR, and analyze the scalability of the method. In Section 5 we
illustrate the intrusive and nonintrusive PWR in several examples. Finally, in Section 6 we summarize the main results
of this paper, and present some future research directions.

2. UNCERTAINTY QUANTIFICATION IN NETWORKED SYSTEMS

Consider a nonlinear system described by a system of random differential equation

1= fi1(x, &1,t),
: 1)

j7n: f’n (X, ‘Ena t)a

wheref = (f1, fo,..., fn) € R™ is a smooth vector fields = (x1,x9,...,2,) € R™ are state variables,; €

RPi is a vector of random variables affecting tith system. Lett, = (£7,...,E7)T € R? be thep = Y1 p;

dimensional random vector of uncertain parameters affecting the complete system. The solution to the initial value

problemx(ty) = xo will be denoted by(¢; &), where for brevity we have suppressed the dependence of solution on
initial time ¢y and initial conditionx,y. We shall assume that the system (1) is Lipschitz

[£(x1, &) — £(x2, &, 1)[| < L(E)|[x1 — %2, )
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where the Lipschitz constadt(&) depends on the random parameter vector|ang is a Euclidean norm. We will
assume thatup; cg» L(§) = L < oo.
Let us also define a set of quantities

z = (21,29, ...,24) = G(X) = [91(X), ..., 9a(X)], 3)

as observables or quantities of interests. The goal is to numerically establish the effect of input uncertaimty of
output observables. Naturally, the solution for system (1) and the observables (3) are functions of the same set of
random variables§, i.e.,

x=x(t;8), z=ztE) =Gx). (4)

In what follows we will adopt a probabilistic framework and moéek (&, &o, ..., &,) as gp-variate random vec-
tor with independent components in the probability spdte4, P), whose event space §sand is equipped witkr-
algebraA and probability measur. Throughout this paper, we will assume that the paraméiets{&,, &, ..., &, }
are mutually independent of each other. lpgt: I'; — R™ be the probability density of the random variable
&i(w), with T'; = &;(2) C R being its image. Then, the joint probability density of any random parameter sub-
setA = {&;,, &, .-, &, } C X is given by

[A|
PA(&iys s &iyy) = H pi; (&) V(&5 &iy) €A, (5)
j=1
with a support
|A|
'y = H Fij C RlA‘, (6)
j=1

where| - | denotes the cardinality of the set. Without loss of generality we will assum&thaf—1 1],i =1,...,p.

Remark 2.1. While throughout the paper we will work with ordinary differential equation (ODE) (1) with parametric
uncertainty, the PWR framework developed in this paper can be naturally extended to deal with (1) system of dif-
ferential algebraic equations (DAES), and (2) time-varying uncertainty. Both these extensions are illustrated through
examples in Section 5.

2.1 Uncertainty Quantification Methods

In this section, we describe two inter-related UQ approaches: generalized polynomial chaos and the probabilistic
collocation method. The gPC is an intrusive approach which requires explicit access to system equations (1), while
PCM is a related sampling-based nonintrusive [and hence treats the system (1) as a black box] way of implementing
gPC.

2.1.1 Generalized Polynomial Chaos

In the finite dimensional random spate defined in (6), the gPC expansion seeks to approximate a random pro-
cess via orthogonal polynomials of random variables. Let us define one-dimensional orthogonal polynomial space
associated with each random variablek = 1, ...,p as

Wkde = {v 'y —-R:ve Spar{ll)i(ak)}?io}v 0

where {;(&x)}%*, denotes the orthonormal polynomial basis from the so-called Wiener-Askey polynomial chaos
[4]. The Askey scheme of polynomials contains various classes of orthogonal polynomials such that their associated
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weighting functions coincide with probability density function of the underlying random variables. The corresponding
P-variate orthogonal polynomial spaceli is defined as

WP = Q) Wi, (8)

|d|eP
where the tensor product is over all possible combinations of the multi-iddexd,, da, ..., d|x|) € N*lin setP,

5|
P={deN¥:[d|=)"d;<P and d; <P} 9)

=1

andP = (P, ...,Pm)T e NI®l'is a vector of integers which restricts the maximum order of expansion ofthe
variable; to beP;, andP = max; P;. Thus,W>" is the space ol -variate orthonormal polynomials of total degree
at mostP with additional constraints on individual degrees of polynomials, and its basis funmfﬁﬁs{&) satisfy

/F TP ()W (£) py (£)dE. = 51, (10)

forall 1 <i,j < Ny = dim(W>-). Note that in standard gPC all expansion orders are taken to be identical, i.e.,
Pi,= P;... = Py = P, so that dinfi’>?) = (P + |%|)!/P!||l. We will however take advantage of an adaptive
expansion, a notion which will be fully developed in Section 4.3.

The major advantage of applying the gPC is that a random differential equation can be transformed into a system
of deterministic equations. A typical approach is to employ a stochastic Galerkin projection, in which all the state
variables are expanded in polynomial chaos basis with corresponding modal coefficigfttd,[as

Nx
xk(t7 ‘E) ~ xf)P(t7 ‘E) = Z aik(t)qJ?,P(a)7 k= 17 ey Ty (11)
i=1

where the sum has been truncated to a finite order. Substituting these expansions in Eq. (1), and using the orthogonality
property of polynomial chaos (10), we obtainfoe=1,...,n, j=1,..., Ny,
aje = Fjr(a,t), (12)

a system of deterministic ODEs describing the evolution of the modal coefficients, with initial conditions

a;x(0) = / (0, £) U5 (&) ps (£)dE, (13)
I's
anda = (an, vy ANg 1y oeey ALy oees aNEn)T,
Fie(a,t) = | fulx™P (1), &, )07 (£)ps(L)dE, (14)
I's

with x=F (¢, &) = [7°F (¢, ), ..., 2P (¢, £)]. This system can be solved with any numerical method dealing with
initial-value problems, e.g., the Runge-Kutta method. Similarly, the observable can be expanded in the gPC basis as

Nx
an(t, &) m 2T (8 E) = D bin() VT (E), (15)
=1
where i
b(0) = [ 2TV (Eose)i (16)
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with £ = 1, ..., d. Hence, once the solution to the system (12) has been obtained, the coeffigiesdn be approxi-
mated as

bix ~ /F a5 (8, U () s (£) . 17)

Such Galerkin procedures have been used extensively in the literature. In many instances Galerkin projection may
not be possible due to the unavailability of direct access to the system of equations (1). In many other instances
such intrusive methods are not feasible even in cases when the system equations are available, because of the cost of
deriving and implementing a Galerkin system within available computational tools. To circumvent this difficulty, the
probabilistic collocation method has been developed.

2.1.2 Probabilistic Collocation Method

PCM is a nonintrusive approach to solving stochastic random processes with the gPC. Instead of projecting each state
variable onto the polynomial chaos basis, the collocation approach evaluates the integrals of form (16) by evaluating
the integrand at the roots of the appropriate basis polynomials [5]. Given a one-dimensional (1D) probability density
function p,(&;), the PCM based on Gauss quadrature rule approximates an integral of a funefitmrespect to
densityp; (&) as follows:

-1

1 %
/ g(&;)p(ag)dag ~ Z/{lj [g] = Zwljkg(lek)7 .7 = 1) Ry 2 (18)
k=1

where, ;. € Cj; is the set of Gauss collocation points with associated weights [; is the accuracy level of
quadrature formula ana;; is the number of quadrature points corresponding to thIS accuracy level. Building on the
1D quadrature formula, the full grid PCM leads to following cubature rule:

m,l mlp

11 1
/71‘/71"'/719(5’17"'7517)‘)2(5)6%-'%I(lla“'alpap)[ | = (U, @U,... Z Z wyg(ry;),  (19)

Jji=1 Jp=1

wherery; = (11,5, ..., 71,5,), With 1 = (I1,...,1,), andj = (j1, ..., jp) @andwy; = wy, j, ...wy,, 5, . TO computeZ(1, p)
we need to evaluate the function on the full collocation @rid, p) which is given by the tensor product of 1D grids

C(Lp) =Cyy x ... x (Y, (20)

with the total number of collocation points beighy= Hp_1 my,. Inthis framework, therefore, for artythe approxi-
mations to the model coefficientsy (¢) [see Eq. (11)] antl ik (t ) [see Eqg. (15)] can be obtained as

my, my,

ajk(t):/F 2T (U (E)ps(E)dE~ Y Y wy T (ry)a(t, ), (21)

]1 1 p—l

with a similar expression fob;;(¢). Note that to compute the summations arising in (21), the soluionry;) of
the system (1) is required for each collocation paigtin the full collocation gridC (1, p). Thus, the simplicity of
collocation framework only requires repeated runs of deterministic solvers, without explicitly requiring the projection
step in gPC.

If we choose the same order of collocation points in each dimensionpi;e.= my,,... = m;, = I, the
total number of points i§) = [P, and the computational cost increases rather steeply with the number of uncertain
parameterg. Hence, for large systems (> 1) with a large number of uncertain parametegrsst 1), PCM becomes
computationally intensive. As discussed in the Introduction, alleviating this curse of dimensionality is an active area of
current research [6]. In this paper we propose a new uncertainty quantification approach which exploits the underlying
network structure and dynamics to overcome the dimensionality curse associated with PCM. The key methodologies
for accomplishing this are the graph decomposition and waveform relaxation, which are discussed in subsequent
sections.
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3. GRAPH DECOMPOSITION AND WAVEFORM RELAXATION
3.1 Waveform Relaxation

In this section we describe the basic mathematical concept of the waveform relaxation (WR) method for iteratively
solving the system of differential equations of the form (1). For purposes of discussion here, we fix the parameter
valuesé in the system (1) to fixed mean values. The general structure of a WR algorithm for analyzing system (1)
over a given time intervgl, 7] consists of two major steps: tlssignment partitioning processd therelaxation
procesq15, 18].

Assignment-partitioning processet V' = {1, ..., n} be the set of state indices, afidi = 1, ..., m be a partition
of A/ such that

N = Oc Ci[)C=0,Vi# . (22)
i=1

We shall represent b : N' — M = {1,2,...,m} a map which assigns the state index to its partition index,
i.e., D(i) = j, wherej is such that € C;. Without loss of generality, we can rewrite Eq. (1) after the assignment-

partitioning process as
y1=Fi(y1,di(t), A, 1)

: (23)
Ym: Fm(Ymv dm(t)a Am7 t),
where, foreachh =1, ..., m,
yi = (mj@ ’xJA/Ji)T’ (25)
with initial condition
Yoi = (‘TOjiv "'71‘0]'}"”1_)717 (26)
and
Ai = (E'j{“"’aj}\/ji)T’ (27)
are the subvectors assigned to ttrepartitioned subsystem, such thate C;, k=1,...,M; = |C;|, and
di(t) = (5,0 ¥ix) " (28)

is a decoupling vector, withi, € M; andk = 1, ..., N; = |[M;|. Here, M, is the set of indices of the partitions (or
subsystems) with which thigh partition (or subsystem) interacts, and is given by

Ni = M\ S[DND)], (29)

whereN¢ = {j € N : OF;/0z; = 0} andS(-) denotes the image of the m@p
Relaxation procesd he relaxation process is an iterative procedure, with the following steps:

Step 1: (Initialization of the relaxation process) $et 1 and guess an initial waveforfy?(¢) : t € [0 T}
such thaty?(0) = yo;, i = 1, ..., m.

Step 2: (Analyzing the decomposed system at/thé VR iteration) For each= 1, ..., m, set
dj(t) = [yj;7 O i DT, (30)

and solve the subsystem
yi = Fily], d] (), Ay 1], (31)

over the interval0, 7] with initial conditiony?(0) = yo;, to obtain{y’(¢) : t € [0, T4]}.
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Step 3: Sef = I + 1 and go to step 2 until satisfactory convergence is achieved.

Note that unlike traditional parallel DAE solvers, WR is agnostic to the numerical scheme [15, 19]. One can partition
the original system based on timescales and then use appropriate numerical schemes (with different time steps) on
various subsystems. This is particularly attractive for stiff dynamic systems [15]. Moreover, competing DAE solvers
require communication at every function evaluation; this can be expensive for implicit methods since function eval-
uations are required for every Newton iteration [19]. WR requires communication only at the end of the simulation
for the entire time window. The overall data communicated in WR also tend to be smaller since one is not forced to
exchange information related to every function evaluation [20]. Since sending larger messages less frequently is more
efficient from a communication point of view [21], the communication overhead of WR is significantly lower [19].
For a comparison of WR to competing approaches, see [15, 19, 20]. WR has been used in applications related to
neural modeling [19], communication networks [17], and power grids [22]. Note that co-simulation [23] strategies for
simulating heterogeneous systems, and utilizing different solvers for various subsystems, also frequently employ WR.
The general conditions for convergence of WR for a system of differential algebraic equations (DAES) can be
found in [17, 18]. Here, we recall a result from [17] specializing it for a system of differential equations.

Proposition 3.1. Convergence of WR for ODEs (see [18] for proof): Given that the system (1) is Lipschitz (condi-
tion 2), then for any initial piecewise continuous wavefdiyil(¢) : t € [0, Ts]} such thaty?(0) = yo, [see definition
(26)], ¢ = 1, ...,m, the WR algorithm converges to the solution of (1) with initial condittign

A more intuitive analysis of error at each waveform iteration is described in [17]y let the exact solution of
the differential equation (23) and defifg to be the error of théth iterate, that is

Er(t)=y'(t) - y(t). (32)

As shown in [17], the errofE;| on the interval0, T'] is bounded as follows:

LIl
1Er(t)] < ¢m'T”

< =0 B0, (33)

with C' = e*”. HereC andn are related to the Lipschitz constants of the waveform relaxation operator [17]. Note
here that the! in the denominator dominates the error. Thus, with enough iterations one can make the error fall
below any desired threshold. It is also evident from Eg. (33) that the error of standard waveform relaxation crucially
depends of". The longer the time interval, the greater is the number of iterations needed to bound the error below a
desired tolerance. Based on this observation, a novel “adaptive” version of waveform relaxation has been developed
in [17], which we refer to as adaptive waveform relaxation (AWR). The idea here is to perform waveform relaxation

in “windows” of time that are picked so as to redute Eqg. (33). Specifically, one can pick small time intervals for
computation when the solution to (1) changes significantly [implyip¢) is large] and pick large intervals when the
solution changes little [consequentl (¢) is small]. The solution from one time interval is extrapolated to the next
using a standard extrapolation formula [24] and the initial error is estimated using

¢(l)[II+1(E),$I+1(E)]
(I +1)!

Ero(t) = w(t), (34)
where
w(t)=(t—to)(t—t1)...(t—1;). (35)

Hereto, t,,...,t; are points through which one passes the extrapolating polynomial [17]. Not¢that d'd /dt!
is thelth derivative of the waveform relaxation operagomwith respect ta (see [17, 24]). We point out to the reader
that upper bounds on the window size can be placed using the memory restrictions at the various computer processors.
Also, at a particular processor, one does not need to store the waveforms of all the state variables. At a processor, one
only needs to store the waveforms of state variables that influence the ones that are being computed locally.

The algorithm to compute the length of the time windows is as follows:

Adaptive waveform relaxatiofo compute the time interval fakT7,, execute the following steps:
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1. SetATIH =2ATy andb = (1/20)AT]

2. EvaluateE; o(T; + ATy1) using Eq. (34) to estimateF; ;1 || and computé| £, .|| with the aid of the
following equation:

(eMATI+- ATy )" |

. [Ersoll. (36)

Bl =

3. If ||E1+1,T|| > eandATr > (1/2)ATy, setATr 1, = ATy, — b and repeat step 2.

We define the minimal window length to &7}, = (1/50)T. The above procedure gives a sequence of time
intervals[0, 7], [T1, T3], ..., [Tv-1,T~], whereT, = T, on which WR is performed (as described in relaxation
process) with an initial “guess” waveform provided by an extrapolation of the solution on the previous interval [17].
AWR is found to accelerate simulations by orders of magnitude over traditional WR [17]. In this work, we propose
to use AWR for simulating the set of differential equations that arise from intrusive polynomial chaos. As mentioned
before, the curse of dimensionality gives rise to a combinatorial number of equations [4] making AWR particularly
attractive.

While the convergence of WR or AWR is guaranteed irrespective of how the system is decomposed in the
assignment-partitioning step, the rate of convergence depends on the decomposition [17]. For a given nonlinear sys-
tem, determining a decomposition that leads to an optimal rate of AWR convergence is an NP-complete problem [17].
Ideally, to minimize the number of iterations required for convergence, one would like to place strongly interacting
equations/variables on a single processor, with weak interactions between the variables or equations on different pro-
cessors. In Eqg. (33} is a measure of the “strength” of connection between clusters. The smalethe weaker are
the interactions and consequently, fewer are the required iterations for convergence. In fact, once the system has been
decomposed, by boundingone can estimate the computational effort required by AWR, thus aiding in the decision
of using this approach over sampling based methods.

We show in [17] that spectral clustering [13] along with horizontal vertical decomposition [12] is a good heuristic
for decomposing systems for fast convergence in WR and AWR. For a comparison of spectral clustering with other
approaches see [17]. For this task, we now discuss a novel decentralized spectral clustering approach [16] that when
coupled with AWR [17] provides a powerful tool for simulating large dynamic systems, making every step of the UQ
approach scalable.

3.2 Graph Decomposition

The problem of partitioning the system of equations (1) into subsystems based on how they interact or are coupled to
each other can be formulated as a graph decomposition problem. Given the set ofstates, and some notion

of dependencey;; > 0,7 = 1,...,n,j = 1,...,n between pairs of states, an undirected grépk- (V, E) can be
constructed. The vertex skt = {1,...,n} in this graph represent the states and the edge seti& C V x V,

where a weightv;; > 0 is associated with each edej) € E, andW = [w;;] is then x n weighted adjacency

matrix of G. In order to quantify coupling strengib;; between nodes or states, we propose to use

IS PR
wi; = §[|Jij|+|=]ji”7 (37)

whereJ = {(1/T}) ft°+T‘* Jij[x(t; &Em), Em, t]dt}, is the time average of the Jacobian,

to

(38)

o) - [P D2,

ij

computed along the solutiot(t; &) of the system (1) for nominal values of parametgys Use of the system Jacobian
for horizontal vertical graph decomposition can also be found in [12].
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We will now discuss spectral clustering (see [13], a popular graph decomposition/clustering approach that allows
one to partition a undirected graph given its adjacency méitr)xIn this method, first a (normalized) graph Laplacian
is constructed as follows [14, 25, 26]:

1 ifi =
Lij =S —wi;/ Sl Wi i (i,§) € E (39)
0 otherwise

or equivalently as, = I — D~'W, whereD is the diagonal matrix with the row sums Bf. The clustering as-
signment/decomposition is then obtained by computing the eigenvectors/eigenvalués pérticular, one uses the
signs of the components of the second and higher eigenvectors to partition the nodes in the graph into clusters [13].
Traditionally, one can use standard matrix algorithms for eigenvector/eigenvalue computation [27]. However, as the
size of the dynamic system or network (and thus corresponding adjacency matrix) increases, the execution of these
standard algorithms becomes infeasible on monolithic computing devices. To address this issue, distributed eigen-
value/eigenvector computation methods have been developed; see for example [28].

In [16], a wave equation-based distributed algorithm to partition large graphs has been developed which computes
the partitions without constructing the entire adjacency matfigf the graph [13]. In this method one “hears” clusters
in the graph by computing the frequencies [using fast Fourier transform (FFT) locally at each node] at which the graph
“resonates.” In particular, one can show that these “resonant frequencies” are related to the eigenvalues of the graph
LaplacianL (39) and the coefficients of FFT expansion are the components of the eigenvectors. In fact, the algorithm
is provably equivalent to the standard spectral clustering [13]; for details see [16].

The steps of the wave equation-based clustering algorithm are as follows. One starts by writing the local update
equation at nodébased on the discretized wave equation,

uit) = 2u;(t — 1) —ui(t —2) — ¢ Y Lij,u;(t—1) (40)
JEN;

whereu;(t) is the value ofu at nodei at timet and L;; are the local entries of the graph Laplacian. At each ripde
u;(0) = u;(—1) is set to a random number on the interjgall]. One then updates the valuewgfusing Eq. (40) until

t = Timax (for a discussion on how to picK,,.. see [16]). Note that;(¢) is a scalar quantity and one only needs
nearest neighbor information in Eq. (40) to compute it. One then performs a local FRT(0h . . . , u;(Tmax)] @and
then assigns the coefficients of the peaks of the FRTtdHere the frequency of thih peak is related ta;, thejth
eigenvalue of the graph Laplacidn andwv;; is theith component of thgth eigenvector.

In [16], it has been shown that for wave speee +/2 in Eq. (40), the above wave equation-based algorithm is
stable and converges. Moreover, the algorithm convergéX fit) steps, where is the mixing time of the Markov
chain [16] associated with the graph The competing state-of-the-art algorithm [28] converges|inlog(n)?)]. For
large graphs or dataset3(,/t) convergence is shown to provide orders of magnitude improvement over algorithms
that converge irO[t(log(n)?)]. For detailed analysis and derivations related to the algorithm, we refer the reader
to [16].

4. ITERATIVE UNCERTAINTY QUANTIFICATION APPROACH

In this section we discuss how gPC and PCM can be integrated with the WR scheme, extending it to a probabilistic
setting. As mentioned earlier, we refer to this iterative UQ approach as PWR. Figure 1 shows the schematic of PWR
framework. In the intrusive PWR, the subsystems obtained from decomposing the original system are used to im-
pose a decomposition on the system obtained by Galerkin projection based on the gPC expansion. Further, the weak
interactions are used to discard terms which are expected to be insignificant in the gPC expansion, leading to what
we call an approximate Galerkin projected (AGP) system. We then propose to apply standard or adaptive WR on the
decomposed AGP system to accelerate the UQ computation. In the nonintrusive form of PWR, rather than deriving the
AGP system, one works directly with subsystems obtained from decomposing the original system. At each waveform
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FIG. 1: Schematic of intrusive (left) and nonintrusive (right) PWR.

relaxation iteration we propose to apply PCM at subsystem level and use gPC to propagate the uncertainty among the
subsystems. Note that unlike intrusive PWR (where deterministic decoupling vectors or deterministic waveforms are
exchanged), in nonintrusive PWR stochastic decoupling vector or probabilistic waveforms represented in gPC basis
are exchanged between subsystems at each iteration.

We first describe the key technical ideas behind intrusive and nonintrusive PWR though an illustration on a simple
example in Section 4.1. These notions are fully generalized later in Sections 4.2—-4.4. We also prove the convergence

of the PWR approach (in Section 4.5), and in Section 4.6 discuss the computational gain it offers over standard
application of gPC and PCM.

4.1 Main Ideas of PWR

We illustrate the proposed PWR framework through an example of parametric uncertainty in a simple system (1).
Consider the following coupled oscillator system:

Ty = fi(w1, 22, W1, 1) = w1 + Kygsin(zy — x2),
.’152 = fg(ﬂ?l,l‘g, X3, wg,t) = W9 + K21 sin(xl — .132) + K23 Sin(.’L‘3 — .232), (41)

1:3 = fg(iCQ,.’Eg, (,Ug,t) = w1 + K32 Sil’l(.’EQ — .rg).

Here, w; is the uncertain angular frequency of tith (i = 1,2, 3) oscillator. We assume that parametars are
mutually independent, each having probability dengijty= p;(w;). The coupling matrix<
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0 K O
K=| Ky 0 Ko (42)
0 0 Kao

is assumed deterministic witli,; = O(e), € < 1, so that the three oscillators in (1) weakly interact with each other,
i.e., the subsysterhweakly affects subsysteinand3, and vice versa.

4.1.1 Approximate Galerkin Projection for the Simple Example

In standard gPC, states are expanded in a polynomial chaos basis as
ot w) =Y au) T (w), i=1,23, (43)

Jj=1

where¥> " ¢ W=.P | the P variate polynomial chaos space formed o¥er {w;, we, w3}, andP = (Py, P, Ps)
determines the expansion order (see Section 2.1.1 for details). Note that in this expansion (43), the system states are
expanded in terms of all the random variablesaffecting the entire system. From the structure of system (1) it is

clear that the first subsystem is directly affected by the paranaeteand indirectly by parametav, through the

the stater,. We neglect the second-order effectwof on z;. A similar statement holds true for subsyst8nwhile
subsysten? will be weakly influenced byv; andws through states; andzxs, respectively. This structure can be

used to simplify the Galerkin projection as follows. Rqarwe consider the gPC expansion o¥ar= A; [J A§,

Nzl
oy (Wi, we) = )@ ()T (Wi, ws), “4)
Jj=1
where
Ar = {wr ), AS = {w,}, (45)

andP; = (Py1, P12). Note that sincev, weakly affectsry, the order of expansioR;» can be chosen to be smaller
compared taP?; 1. Similarly, one can consider simplification fm?B’PS(t, w1, ws). Forzs following similar steps, we
define
A2 - {(1)2}, A; = {wla w3}7 (46)
and P, = (P21, Paa, Pe3). By similar argument, one will choos®,;, P,; much smaller thad,. We also introduce
the following two projections associated with the state
N):i
Pi(g ) = Z <$§2,P27 \I,in,Pz> \I,quv,Pi7 (47)
j=1
wherei = 1,3 and(-, -) is the appropriate inner product &> (see Section 4.3 for details). With these expansions,
and using standard Galerkin projection we obtain the following system of deterministic equations:
a=F(at), (48)
with appropriate initial conditions, where

Fj(a) = g filey PR @y ), w1 (8T (w)p(w) dw,
>

Fﬂ(ﬁ) — fQ[x?hPl , I§2’P2,$§37P3, wa, t}\II?’P"’(w)p(w)dw,
I's

Fis@)= [ fs[P**(@3>"), 27", ws, 107" (w)p(w)dw,
I's
anda = (51,52,53)T, with a; = (6“, ...,aiNEi) andF = (Fl,FQ7F3)T with Fz = (Fih "'7F1NAi ) We will refer
to (48) as an AGP system. The notion of AGP in a more general setting is described in Section 4.3.
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4.1.2 Intrusive PWR lllustrated on the Simple Example
In intrusive PWR, after performing the AGP explicitly, the system (48) is decomposed as

a;; = Fj;(a,d;, t), (49)
whered; = P*!(a,), d; = (a;,a3) andds = P>!(a,) are the decoupling vectors [here we overloaded notation
for P%%(ay) to imply the coefficients in expansion (47)]. Note that the decomposition of system (48) is based on the
decomposition of the original system (41). Adaptive or standard WR, described in Section 3.1, can then be applied to

solve the decomposed system (49) iteratively. Since, the the system (49) is deterministic, deterministic waveforms or
deterministic decoupling vectods, i = 1, 2, 3 are exchanged in each WR iteration (see Fig. 1 for an illustration).

4.1.3 Nonintrusive PWR lllustrated on the Simple Example

In the nonintrusive form of PWR, rather than deriving the AGP, one works directly with subsystems obtained from
decomposing the original system. The main idea here is to apply PCM at subsystem level at each PWR iteration, use
gPC to represent the probabilistic waveforms, and iterate among subsystems using these waveforms. Recall that in
standard PCM approach (Section 2.1.2), the coefficignts) are obtained by calculating the integral

Umi(t) = /xf\P (t, )5 (w)pa, (w)dw. (50)

The integral above is typically calculated by using a quadrature formula and repeatedly solvithgstitesystem over

an appropriate collocation grié’(%;) = C(A;) x C'(A¢), where,C?(A;) is the collocation grid corresponding to
parameters\; (and letl; be the number of grid points for each random parametey;)nC¢(A$) is the collocation

grid corresponding to paramete$ (and let/, be the number of grid points for each random parametarf)nSince

the behavior of theth subsystem is weakly affected by the parametg€rsve can take a sparser gridAf dimension,

i.e.,l. <l as we took lower-order expansion for these random variables in Section 4.1.1. Below we outline key steps
in nonintrusive PWR:

Step 1: (Initialization of the relaxation process with no coupling effect):ISet1; guess an initial waveform
x9(t) consistent with initial condition. Set} = 3, d} = («9,29), d} = 9, and solve

with an initial conditionz? (0) = 29 (0) on a collocation grid(A;). Determine the gPC expansiofi" "' (¢, -)
by computing the expansion coefficients from the quadrature formula (50).

Step 2: (In|t|aI|zation of the relaxation process, incorporating first level of coupling effect): Se2 and let
d? = gh> P2t a2 = (Pt ge ey a2 = 292! be thestochastic decoupling vectorSolve

&7 = fila},d(t, ), w;, 1], (52)

over a collocation grid’?(%;) to obtainxi »F2(¢ ). From now on we shall denote the solution of thie

subsystem afth iteration byz>""!.

Step 3: (Analyzing the decomposed system afthdteration): Set the decoupling vectodd = P2 !(z3>">"™),
Al = (20171 g Pal=1y gl _ p2 3( >2:P2:1=1) "and solve

over a collocation grid’’(3;) and obtain the expansiar"*/ (¢, -).
Step 4: (Iteration): Set = I + 1 and go to step 5 until satisfactory convergence has been achieved.

Note that in the above nonintrusive PWR, the decoupling vectors are stochastic and so at eachptetslilistic
waveformsare exchanged between subsystems (see Fig. 1 for an illustration). We next generalize the intrusive and
nonintrusive PWR introduced above in the forthcoming sections.
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4.2 Decomposition of Galerkin Projected System

We begin by revisiting the complete Galerkin system (12). To apply WR, recall that the first step is the assignment-
partitioning (see Section 3.1). There are two possible approaches for partitioning the complete Galerkin system. One
can first split the original dynamic system (1), and then use this decomposition to partition the complete Galerkin
projection (12) by assigning the model coefficients in (11) for each state to the cluster to which it is assigned while
decomposing system (1). As previously explained in Section 3.2, the partitioning is performed by representing the
dynamic system (1) as a graph with the symmetrized time-averaged Jacobian (37) as the weighted adjacency matrix.
One can then apply the wave equation-based decentralized clustering algorithm outlined in Section 3.2.
Alternatively, one can perform this decomposition directly on the complete Galerkin projection (12). Let the
symmetrized time-averaged Jacobian for the resulting system (12) be
1 - -
Wi = 5[1Ji| + 15l (54)

whereJ = {(1/T) [{°""" J.;[a(t), t]dt} is the time average of the Jacobian,

J (a,t) = [W} , (55)

computed along the solutiai(t) of the system (12). This gives

Sany= [ OBty gy e (56)

aajk-
Taylor expanding/x[x (&, t), &, t] locally gives
J (a,t) = J(a,t) + O(a?). (57)

Thus, one expects to get similar results by performing clustering on the original system [in (1)] to that obtained based
on complete Galerkin system (12). Because the dimensionality of system (1) is much lower than that of system (12),
the first decomposition is less computationally challenging than the latter. In this work, we use the original system to
determine the decomposition and use that to impose the partition of the Galerkin projection. Given the decomposition
of system (12), one can use the WR or its adaptive form to simulate the system in a parallel fashion. However,
before doing this one can further exploit the weak interaction between subsystems to reduce the dimensionality of the
complete Galerkin system, as described in Section 4.1.1. We next describe this approximate Galerkin projection in a
more general setting.

4.3 Approximate Galerkin Projection and Intrusive Probabilistic Waveform Relaxation

Recall that in the gPC expansion (11), all the system states are expanded in terms of random variables affecting the
entire system. However, thigh subsystem in the decomposition [see Eq. (23)] is directly affected by the parameters
A; [see definition (27)] and indirectly by other parameters through the decoupling vector [see definition (28)]. We
shall denote by

A= A (58)

JEN;

the set of parameters which indirectly affect thle subsystem through the immediate neighbor interactions, and
denote by

¥ = A UAS, (59)

the set of parameters that directly and indirectly (through nearest neighbor interaction) afféttt sisystem.
Under the hypothesis that thith subsystem is dynamically weakly coupled with its nearest neighbors, uncertainty

Volume 2, Number 4, 2012



426 Surana, Sahai, & Banaszuk

in parameters\® will weakly influence the states in thigh subsystem through the decoupling vector, while the
uncertainty in parameteds\ 3; can be neglected. To capture this effect, consideneriate space (analogous to the
P-variate space introduced in Section 2.1.1)

WA = Q) Whide:, (60)
|d|eP

formed over any random parameter subset {&;,,&;,,..., &} C X. We denote the basis elementsiof* by
oM i =1,..., Ny, whereN, = dim(WA-F). Note that for anyA; C A, C 3,

W(Z) c WA1:P1 C WA27P2 C WZ’P, (61)

whereW? = {0} is the P-variate space corresponding to the empty set. Also, recall*ha®, are vectors which
control the expansion order in gPC expansion. The inner produé’dr” induces an inner product div** as
follows

(X1(8), X2(&))a = | X1(E)X2(E)pa(E)dE, (62)

T'a

for any X, (&), X5 (&) € WA, Using this inner product, we introduce a projection operator

Priz whs e Py (63)
such that for anyX (&) € Wh2.12
Na,
Pry® i (X)(8) = (X, wi P8 wie i), (64)
=1

With respect to the given decompositidhimposed on the system (see Section 3.1), we define a projection operator
P*7 indexed by subsystemand stater;

prgt, . it D) =1,
. %,P . . )
Pid = PTAD(J-) U, N AP if D(j) #1i, N ﬂND(]‘) # 0,
Pryt it D) # i, N; N Np(j) = 0.

Remark 4.1. For any subsystem since the parameters{ weakly affect it, we can adaptively select component
of vector P; = (P;, ..., P;x,|) so that a lower-order expansion is used in components corresponding to random
variables inA§.

For any subsystemand a vectos™" (&,t) = [z;" (&), ...,z " (£,1)] [wherez;""'(£,¢) is standard gPC
expansion (11)], we associate a vector valued projection operator as follows:

PHx™E) = PR (20F), L PR (2] (65)
In terms of these operators, for any statean approximate Galerkin projected equation is defined as

%Pi’k[x%ﬂa, t)] = fil PP (€, )], &y 1), (66)

wherei = D(k) is the index of the subsystem to which the stateelongs. More precisely, the above system can be
expressed as

é;k = sz(57 t)a (67)
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5 _ (7000 D) D) D) T
wherea = (a;; aNZDm e Qg e szm )
Fo= |  fdPETPED), & th 07 (£)ps, (£)dE, (68)
I's,
andj = 1,..., Ny, k = 1,...nwith i = D(k). LetF = (F ", -~-f§(22(1),1’ LD Fﬁgj( )T then, the
system (67) can be compactly written as o
a=F(a,t), (69)

with appropriate initial condition [see expression 13] and will be referred to as the approximate Galerkin projection
(AGP). Using this generalization of AGP system, it is straightforward to generalize the intrusive PWR introduced in
Section 4.1.2.

4.3.1 Intrusive PWR Algorithm

In the intrusive PWR, one applies the WR to the AGP system. Based on the discussion in Section 4.2, the decompo-
sition D of the original system (1) is used to impose a decomposition on the system (69), leading to

a; = F;(a;, d;,t), (70)
fori=1,...,m, where
= —i —i —j —i T
A = (allkw“"a;\fzi,kl s a11k|ci|’ - a}VEiJﬂci\) , (72)
= —i —i —i —i
F; = (Flklw-wFNZi,kl ) --~7F1k|ci‘ y e FNEi,k‘CH)Tv (72)
k; € C;, andd; = (* - ,a;fN )T is the decoupling vector (recall notation from Section 3.1). One then follows the

procedure for waveform relaxation or its adaptive version, as described in Section 3.1. Adaptive WR can lead to a
significant increase in convergence of WR as demonstrated in [17], and would be illustrated later in the Section 5.

As discussed in Section 2.1.1, the projection step (66) can be very tedious and in some cases not possible. Hence,
applying waveform relaxation directly to the system (70) may not be practical in many instances. In the next section,
we describe an alternative nonintrusive approach using probabilistic collocation, which does not require the projection
step (66) explicitly.

4.4 Nonintrusive Probabilistic Waveform Relaxation
In terms of the projection operator (65), we can rewrite each subsystem in (23) as

vi = Fil{yi, P, (¢, )], Ai, t}, (73)
whered;(t, -) is thestochastic decoupling vector probabilistic waveform

dilt, ) = [(y T Gy, N T (74)

i

where we have explicitly indicated the dependence on the parameters [see definition (28)]. Here; ferlany, m
S Py (2P 2, P;
y=iti = (2 pen @ )T, with

i

N

N CU Zamj (WP (8) = Pk ("), (75)

Jk

By definition the coefﬁmentam] (t) in the above expansion satisfy the system (67). These coefficients can be ob-
tained by using the quadrature formula (21), by repeatedly solving the system (73) over an appropriate collocation
grid C(1,n;),

C(L,n; +nf) =C(o,n;) x C(m,ny), (76)
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wherel = (o,m),C(o,n;) = CL x...xC} ) is the collocation grid corresponding to parametesswith n; = A,
0 = (01,...,0p,;), @andC(m, n§) = C}nl x O ; is the collocation grid corresponding to paramet&fswith
= |Af] andm = (my, ..., mye). For S|mpI|C|ty we taken; = ... = = 0on, = lsandmy = ... = mye = I, for

i=1,...,m. Since, the behaV|0r of thigh subsystem is weakly affected by the parametérthrough the' decoupling
vector, then consistent with remark (4.1) we can take

e <y, (77)

leading to an adaptive collocation grid for each subsystem. With this, we are ready to generalize the nonintrusive PWR
approach introduced in Section 4.1.3.

4.4.1 Non-Intrusive PWR Algorithm

Step 1: Apply graph decomposition (see Section 3 for details) to identify weakly interacting subsystems in
system (1).

Step 2: (Assignment-partitioning process): Partition (1) inteubsystems (obtained in step 1) leading to system
of equations given by (23). Obtain,;, A{ and%; for each subsystemi,= 1,...,m. Choose the parameters
lsia lcia Pz

Step 3: (Initialization of the relaxation process with no coupling effect)7Setl and guess an initial waveform
{y9(t) : t € [0,Ts]} for eachi = 1,...,m consistent with initial condition (see step 1 in relaxation process
described in Section 3.1). Set

i (t) = [y, (t); s Vi, (D], (78)
i =1,...,m, and solve fo{y """ (t), ¢ € [0, T.]} using
yzl :Fi(ygad}(t)a‘/\iat% (79)

with an initial conditiony} (0) =y?(0) on a collocation grid’ (o, n;). Determine the gPC expansiyﬁ“Pi’l(t, 9

over P-variate polynomial spacd’*-" by computing the expansion coefficients from the quadrature formula
(21).

Step 4: (Initialization of the relaxation process, incorporating first level of coupling effect): Se2 and for
eachi = 1,...,m, set

Ajy Pyl iy, Pin, oL
d?(tv') :[ J1 (t>')7“'7yjNiv " (tf)}v (80)
and solve fo{y?(t),t € [0, Ts]} from

yi = Fi(yi, dj(t,-), Ai, 1), (81)

with an initial conditiony2(0) = y?(0), over a collocation grid’(1, n;+n¢). Obtain the expansioyt* " (¢, -)
using (75). From now on we shall denote the solution vector ofttheubsystem akth iteration byy; /.

Step 5: (Analyzing the decomposed system atithdteration): For eachh = 1, ..., m, set

P (I— Siv Py (I—1
a = (Y, Ly P, (62)

and solve fo{y!(t) : t € [0,75]} from
yzl = Fi{in’ 'Pi[d{(t, )]a A, t}7 (83)

with initial conditiony?(0) = y?(0) over a collocation grid(1, n; + n¢). Obtain the expansiop, """ (¢, -)
using the expansions (75).

e Step 6: (Iteration): Set = I 4+ 1 and go to step 5 until satisfactory convergence has been achieved.
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4.5 Convergence of PWR

Below, we give the convergence proof for the iterative PWR approach. The proof is based on showing that the AGP
system is Lipschitz if the original systems is Lipschitz (see condition 2), and then invoking the standard WR conver-
gence result (Section 3.1).

Proposition 4.1. Convergence of PWR: The intrusive and nonintrusive PWR algorithms described in Sections 4.3.1
and 4.4.1, respectively, converge.

Proof: We prove the result for intrusive PWR. By construction, because nonintrusive PWR algorithm solves the
AGP system (69) in a different way, the convergence result holds for nonintrusive PWR as well. Consider the AGP
system (69) and let

_1D(1 _1D(1 _1D(n _1D(n
al:(a11<>,,,,7aNE<D(>1)’17...7 D) NZ;()N)T’ (84)
and 2D(1) 2D(1) 2D(n) 2D(n)
ax = (ay; ’,..,a E»D(l),l’""aln "o.a 27:(,L),n,)T' (85)

Let for a givenk = 1,...,n, i = D(k), then
Pz k[ 1,%,P t E Za \IIE“P )’ (86)

and Pi(xh2P) = [pil(gh® Py pin(ghEPY) for | = 1,2 and for simplifying notation we have dropped sub-
scripts onP vectors. Then foreach=1,..,n,i=D(k),j =1,..,Nx,,

1F(a2) — Fi(an)l] =

/ Fu(PIEP2) £, 1) — fi(PH P, &, 1)] x U5 () ws (£)dE
I's

n Mo > P
/F Z Z a’f)”n?(m))\llpp(m)l' | X |W?17P(£)|w2(£)d£ (87)
n N):’D(m) )
<202 Lyl - )
m=1 p=1
where,
Ly = [ L@@ s e, (88)
=
Foragiveni = 1,..,nandj = 1., Ny, let LY, = [Lﬁ(i)p(l)...L?]\(,Q:((ll))...Lﬁ(i)p(")...L]pj\(,gf(i’:) and define
L} Ly
Lf = , LY = , (89)
Ky, L
then,
[F(az) — F(a))|| < Lllag —ayl, (90)

whereL = ||L9]| is a matrix norm ofL¢. Hence, the system (69) is Lipschitz. Thus, given the original system (1) is
Lipschitz [condition (2)], the approximate system (69) is also Lipschitz as shown above (90). Hence, by proposition 3.1
(adaptation of Theorem 5.3 in [18]), we conclude that PWR converges.
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The question of how the decomposition of the system and the choice of the PWR algorithm pardtyigtérs
influence: (1) the rate of convergence of PWR, and (2) the approximation error [due to the truncation introduced in the
AGP system (69), the use of adaptive collocation grid, i.e., condition (77) and computation of the modal coefficients
by the quadrature formula], needs to be further investigated.

4.6 Scalability of PWR with Respect to Standard PCM

The scalability of nonintrusive PWR relative to PCM is shown in Fig. 2, where the RatigR ; indicates the com-
putation gain over standard full grid PCM approach applied to the system (1) as a wholeRIHete [ is the
number of deterministic runs of the complete system (1), which comprisegbsystems each with,i = 1,...,m
uncertain parameters, such that= >~ , p; and! denotes the level of full grid. SimilarlyR; = 1 + " i +

Tnax (D0, 1P &,z 127} is the total computational effort with the PWR algorithm (including additional effort in-
curred due to several iterations), whégg,. is the number of PWR iterations. Clearly, the advantage of PWR becomes
evident as the number of subsystemsnd parameters in the network increases. Note that the linear scaling depicted

in Fig. 2 is only for the ratidR r /R ;. Moreover, PWR is inherently parallelizable.

5. EXAMPLE PROBLEMS

In this section we illustrate intrusive and nonintrusive PWR through several examples of linear and nonlinear net-
worked systems with increasing number of uncertain parameters. While most examples are of ODESs, we also give an
example application of PWR to an algebraic system. This illustrates how in principle one can extend the application of
PWR to DAEs, just like the WR approach extends to DAEs [15]. Through some examples we study how the strength
of interaction between subsystems affects the convergence rate and the approximation error of PWR. In one of the
examples related to the building model, we also show how time-varying uncertainty can be incorporated into standard
UQ framework by using the Karhunen-Loeve expansion. In all the examples, we compare the solution accuracy of
PWR with other UQ approaches (e.g., Monte Carlo and quasi-Monte Carlo methods, QMC), and wherever appropriate
mention computation gain offered by PWR over the standard application of g°C and PCM.

5.1 Stability Problem

We first consider a simple system, with two states, x5) € R?,

&1 = ax? + cxs — vy, (91)
10°% : :
— =10
max
101507 Imax:50
=== =100
max
o 100
=10
o
10° t
10°

10 20 30 40 50 60 70 80

m
FIG. 2: Scalability of PWR algorithm with respect to standard PCM, when implemented with full grid collocation as
the subsystem level UQ method, with=5,Vi = 1,...,m,l = I, = 5, [, = 3 andl ., = 10,50, 100: these numeric
values are chosen for illustration purposes. The computational gain of PWR becomes insenajtive(tamber of
iterations), as the number of subsystemgcreases.
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By = cx? + bxs — vy, (92)
wherec, vy, vo are fixed parameters, andb are uncertain with Gaussian distributighand tolerance0% (i.e.
o = 0.2u, wherep is the mean and is the standard deviation @). The parameter determines the coupling
strength between two subsystems described by the two equations. The output of interest is the stability of the system,
which is determined by,,,, the maximum eigenvalue of the Jacobian

J(z10,720; 0,0, ¢) = ( 2ax10  2c20 )

2C£C1() 2b$20
wherex, o is the equilibrium point satisfying

axiy + cx3y — vy =0, (©3)

cx?y + bay — vy = 0.

Figure 3 shows the UQ results obtained by applying PWR [dte= 5, 1. = 3, andP; = (5,3), P = (3,5)]

to iteratively solve the algebraic system (93). We make comparison witlrukdto imply a more accurate result
obtained by solving the complete system (93)] distributiorAgf obtained by using a full collocation grid on the
parameter spade, b) with [, = 5,1, = 5, P = (5, 5). PWR converges to the true mean and variance as shown in the
left and right panels of Fig. 3 for two different valueswfAs the coupling strengthincreases (see the right panel in
Fig. 3), the number of iterations required for the convergence increases, as expected.

5.2 Building Example

For energy consumption computation, a building can be represented in terms of a reduced order thermal network
model of the form [29]

dT Qc(t)

— =A((t); ) T+ B ¢ 94

o —Aior (2. (04)
whereT € R™ is a vector comprising internal zone air temperatures and internal and external wall temperatures;
Alu(t); &) is the time-dependent matrix withbeing parametersi(t) is control input vector (comprising zone supply
flow rate and supply temperature), vect@s = [T,..,(t), Qs(t)]* represent the external (outside air temperature and
solar radiation), an@); is the internal (occupant) load disturbances. We consider the problem of computing uncertainty

c=0.10 c=2.80
6.35 ‘ 8 ‘
q
[¢
3
6.3}
o= © © D
6.25 : : :
1 2 3 4 5
0.161 : : ‘ 0.16
0016< | 0.141
oo [\
0.159 / \/ N~ P
- - o o1y
. . . ¢
0-158, 2 3 4 5 e
#lter #lter

FIG. 3: Left panel: Convergence of meam)(and varianced) of A, for ¢ = 0.1. Right panel: Convergence of mean
and variance ol,,, for ¢ = 2.8. Black line indicates the true values.
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in building energy consumption due to uncertainty in building thermal-related properties and uncertain disturbance
loads. These uncertainties can be categorized into: (i) static parametric uncertainty which include parameters such as
wall thermal conductivity and thermal capacitance, heat transfer coefficient, window thermal resistance etc.; and (ii)
time-varying uncertainties which include the external and internal load disturbances.

Recall that the traditional UQ approaches and PWR, which builds on them, can only deal with parametric uncer-
tainty. To account for time-varying uncertain processes, we employ the Karhunen-Loeve (KL) expansion [30]. The KL
expansion allows representation of second-order stochastic processes as a sum of random variables. In this manner,
both parametric and time-varying uncertainties can be treated in terms of random variables. We next demonstrate both
intrusive and nonintrusive PWR methods.

5.2.1 Two-Zone Example

We first consider a simplified two-zone building model as shown in Fig. 4. Here theBtae 10-dimensional

vector comprising internal wall temperatures and the internal zone air temperatures, where we have assumed that
the outer wall surfaces are held at ambient temperature. We also assume that the ambient temperature and solar load
are deterministic fixed quantities and there is no internal occupant load. Thus, in computing the uncertainty in the
zone temperatures, we only consider parametric uncertainty. Specifically, we assume that the heat transfer coefficient
and the thermal conductivity of the walls in each zone have standard deviati®d%afround their nominal values

of 3.16 W/m?/K and 4.65 W/m/K, respectively. Thus, locally each zone is affected by two uncertain parameters,
with heat transfer coefficient being a common (i.e., same) parameter and thermal conductivity being the other. Using
complete Galerkin projection witl; = (2,2,2),7 = 1,2, gives rise to &0-state ODE model. To apply WR/AWR

to this system, we first identify the weakly interacting states. By construction the two zones weakly affect each other,
which is identified by the spectral clustering [13] (or wave equation-based clustering [16]) applied to the system (94).
This decomposition is imposed on the complete Galerkin system, as explained in Section 4.3.1. As expected, we found
that if one applies spectral clustering to the complete Galerkin system instead, one recovers the same decomposition.

Treating1000 Monte Carlo (MC) samples as the truth, we compare the results of a simulated full Galerkin pro-
jected system using both standard waveform relaxation [18] as well as adaptive waveform relaxation [17] in Fig. 5(a).
AWR provides a speed-up by a factorefl12. In Fig. 5(a), one can see that the complete Galerkin projection predicts
the same temperature variation o®dr as MC-based methods.

As explained before, one can further exploit the weak interaction between the two zones to reduce the overall
number of equations in Galerkin projection. To construct the AGP system, we reduce the order of expansion for the
random parameters indirectly affecting each zone sofhat (2,2,1) and P, = (1,2, 2). With this, the number of
equations in Galerkin projection reduces frétto 50. The resulting solution is shown in Fig. 5(a). We see that the

TLLO (t) Tamb(t) ’Twl(t)
Tamb(t) TT2 (t) Trl (t) Tamb(t)
: \
' =T (1)
N
T, (t)
Tamb(t)

FIG. 4: Diagram of the two-zone thermal model of a buildifig,,.; (t) = 293 K in this example.
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FIG. 5: (a) Comparison of Monte Carlo, complete Galerkin projection, and approximate Galerkin projection. (b)
Normalized error in waveform relaxation as a function of iteration count with increasing coupling. Complete Galerkin
and approximate Galerkin are shown. Approximate Galerkin system is found to have greater error as a function of
iteration number.

error starts to grow as time increases. However, 8\ethe max error in the room temperatures is 10~2 K. Thus,
despite reducing the computational effort, one can still get a fairly accurate answer.

Figure 5(b) shows the effect of coupling (which is the reciprocal of the coefficient of thermal conductivity of the
internal wall) on errors introduced in complete and approximate Galerkin projections. As expected, the approximate
Galerkin projection has a higher error [given By (¢)] than complete Galerkin projection [given B (¢)]. Moreover
this error is more pronounced at low iteration numbers. From the figure, it also clear that as the coupling increases, the
number of iterations required for obtaining same solution accuracy increases. For further discussion on the relationship
between the coupling and number of iterations, see [17].

5.2.2 Multizone Example

In this section, we consider a largészone building thermal network model wits8 states. This model admits a
decomposition int@3 subsystems, as revealed by the spectral graph approach [see Fig. 6(b)]. This decomposition is

! ! ! ! ! ! 1.4 ! ! ! ! ! !
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FIG. 6: (a) Bands of eigenvalues of time-averagé(; £) for nominal parameter values. (b) First spectral gap in
graph Laplacian revealingB subsystems in the network model.
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consistent with three different timescales (associated with external and internal wall temperature, and internal zone
temperatures) present in the system, as shown by the three bands in Fig. 6(a).

Next we demonstrate the nonintrusive PWR approach to compute uncertainty in energy consumption due to both
parametric uncertainty and time varying uncertain loads. As described earlier, we use the KL expansion to transform
time-varying uncertainty into parametric form.

KL Expansion [30]: Let{X; = X (¢&,¢),t € [a,b]} be a quadratic mean-square second-order stochastic process
with covariance function®(t, s). If {$,,(¢)} are the eigenfunctions of the integral operator with kedel -) and
{A,.} the corresponding eigenvalues, i.e.,

b
/ R(t, )n(s)ds = Aabn(t), ¢ € [a,b], (95)
then
X(t,0) = X(t) + lim Z VAnan(E)dn(t),  uniformly for ¢ € [a,b], (96)

where X (¢) is the mean of the process and the limit is taken in the quadratic mean sense. The random coefficients

{a,} satisfy
0 (8) = % / (X (&, 1) — (1)) b (), 97)

and are uncorrelatel{a,,,a,,] = d.nn. The basis functions also satisfy the orthogonality property

b
/ d)'rn(t)d)n(t)dt = 6mn7 (98)

and the kernel admits an expansion of the form

N
R(s,t) = lim > Audpu(t)n(s). (99)

n=1

Generally, an analytical solution to the eigenvalue problem (95), also known as the Fredholm equation of the second
kind, is not available. Several numerical techniques have been proposed; we used the expansion method described in
[31].

To apply the KL expansion to the building problem, we assume that the stochastic disturliang€s), Qs (t),
Qint(t)] are Gaussian processes. This guarantees that the random varjablebe KL expansion are independent
Gaussian random variables with a zero mean [31]. Let the joint distribution of a nonstationary Gaussian process be

1
F(X0, X,) = e~ (172002t {[o2/0® () +1x2/ 0> (s)) - 2o(t.5)weme /o(o)}  (100)
2r0(s)o(D)y/I— p(t,5)

wherep(t, s) is the correlation coefficient and is related to the covariance kernel as

R(t,s) = p(t,s)o(t)o(s). (101)
We assumed the processEs,(t), Qs(t) to have a stationary exponential correlation function
R(t,s) = o?et=sl/Te), (102)

with a constant variance? and a constant correlation timescdlg For the internal occupancy loa@;,.(t) we
constructedR(t, s) as follows. For a typical office building, we know that the occupancy load is negligible with
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low variance during the early and later parts of the day. During peak hours in the middle of the day the occupant
load can show significantly high variability. To capture this effect we divided the normalized time d@imsin=
[0,t1] U (¢1,t2) U (2, 1) and obtained the desired variation by choosing [in expression (101)]

o(t) = o {tanh[a(t — t,)] — tanh[a(z — t3)]} /2, p(t,s) = e~ [t=sl/Te(s:0] (103)
with the correlation timescale
T.(s,t) = {1 —tanh[a(t — ¢1)]}{1 — tanh[a(s — t1)]} /4 + {1 + tanh[a(t — ¢2)]}{1 + tanh[a(s — t2)]} /4, (104)

and parametet controls the slope of theanh function. Figure 7 shows the covariance kernel for exteffial,,(¢),
Qs(t)] and internal®;,.(t) loads. For the choice of parameters indicated in Fig. 7, we found, using the expansion
method [31] with Legendre polynomials as the basis functions, that KL expansion up t@e@mdeup to orde6 can
capture more thafi0% of total variance, for internal and external loads, respectively. Finally, note that these external
variables act like global variables which affect all zones in the building model. Such global variables can be easily
handled in the PWR framework by treating them as local variables [and hence including them in the local parameter
vector defined in (27)] for each subsystem (here the different building zone) they affect.

In UQ computation, we considered the effectidfrandom variables comprising external wall thermal resistance
in the six zones, and first dominant random variable obtained in the KL representation of internal load (for each zone)
and first two dominant random variable obtained in KL expansion for solar load. Figure 8 show the nonintrusive PWR
results on the decomposed network model. As is evident, the iterations converge rapidly in two steps with a distribution
close to that obtained from QMC (using a 25,000-sample Sobol sequence) applied&atiremal network model
(94) as a whole.

5.3 Coupled Oscillators

Finally, we consider a coupled phase only oscillator system which is governed by nonlinear equations

N
T; = w; + ZK@‘ Sin(l‘j — :L‘i), t=1,..,n, (105)

Jj=1

wheren = 80 is the number of oscillatorsy;, i = 1, ..., n is the angular frequency of oscillators, alid= [K;;] is the
coupling matrix. The frequencies; of every alternative oscillator,i.e.= 1, 3, ..., 79, is assumed to be uncertain with

0.012.
0.01,
0.008 ..
0.006 .

0.004 .,

FIG. 7: (a) Covariance kernel (102 for external load with = 0.1 ando = 0.1. (b) Covariance kernel (103) for
internal load witht; =t = 0.3, a = 20, 0 = 0.1.
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FIG. 8: Histogram of building energy computation for two iterations in PWR. Also shown is the corresponding

histogram obtained by QMC for comparison.

a Gaussian distribution witk0% tolerance (i.e., with a total = 40 uncertain parameters); all the other parameters
are assumed to take a fixed mean value. We are interested in the distribution of the synchronization paRétheters
and phaseb(t) defined byR(t)e®® = 1/N Zj\’:l i) Figure 9 shows the topology of the network of oscillators
(left panel), along with the eigenvalue spectrum of the graph Laplacian (right panel). The spectral@apglies
40 weakly interacting subsystems in the network.

Figure 10 shows UQ results obtained by application of nonintrusive PWR to the decomposed system-vith
l. = 2. We make a comparison with QMC, in which the complete system (105) is solved at 25,000 Sobol points [32].
Remarkably, the PWR converges in 4-5 iterations, giving very similar results to that of QMC. It would be infeasible
to use full grid collocation for the networks as a whole, since even with lowest level of collocation gritl=.2 for
each parameter, the number of samples required beBome 240 = 1.0995¢ + 012!

087

067

047

027

0 20 40 60 80

FIG. 9: Left panel shows a network ¢f = 80 phase only oscillators. Right panel shows spectral gap in eigenvalues
of normalized graph Laplacian, that reveals that therel@ngeakly interacting subsystems.
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FIG. 10: Convergence of mean of the magnitullé) and phase(t), and the respective histogramg at 0.5.

6. CONCLUSION AND FUTURE WORK

In this paper we have proposed an uncertainty quantification approach which exploits the underlying dynamics and
structure of the system. Specifically, we considered a class of networked system whose subsystems are dynamically
weakly coupled to each other. We showed how these weak interactions can be exploited to overcome the dimension-
ality curse associated with traditional UQ methods. By integrating graph decomposition and waveform relaxation
with generalized polynomial chaos and probabilistic collocation framework, we proposed an iterative UQ approach
which we callprobabilistic waveform relaxatianVe have developed both intrusive and nonintrusive forms of PWR.

We proved that this iterative scheme converges under weak assumptions and illustrated it in several examples with
promising results. In this work, we have also introduced an approximate Galerkin projection that, based on the results
of graph decomposition, computes “strong” and “weak” influence of parameters on states. An appropriate order of
expansion, in terms of the parameters, is then selected for the various states.

This approach is shown to accelerate UQ considerably. Several questions need to be further investigated; these in-
clude the effect of the choice of parameters on the rate of convergence and approximation error of the PWR algorithm.
In order to exploit multiple timescales that may be present in a system, multigrid extensions [33] of PWR may also be
desirable. In future work, we also intend to test our approach on much larger dynamic systems that arise in building
applications
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